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ABSTRACT: In this paper, a novel saliency theory-based RR-IQA metric is introduced.  As the 
human visual system is sensitive to the salient region, evaluating the image quality based on the salient 
region could increase the accuracy of the algorithm. In order to extract the salient regions, we use blob 
decomposition (BD) tool as a texture component descriptor. A new method for blob decomposition is 
proposed, which extracts blobs not only in different scales but also in different orientations. Different 
blob components consist of the location of blobs, blob shape and color attributes are used to describe the 
texture of the image according  to the human visual system conception. A region covariance matrix is 
calculated from extracted blob components which can easily be  interpreted in terms of its eigenvalues. 
Therefore, the reference image is described as a squared covariance matrix and a good data reduction 
is achieved. The same process is used for describing the received image in the destination. Finally, the 
image quality is estimated by using the eigenvalues of two covariance matrices. The performance of 
the proposed metric is evaluated on different databases. Experimental results indicate that the proposed 
method performs in accordance with the human visual perception and uses few reference data (maximum 
90 values).
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1- Introduction
Over the past years, the role of visual media in everyday life 
has increased tremendously. The quality of digital images 
is subject to distortions during various image processing 
procedures, such as compression and communication. It 
is vital for the service providers to be able to identify and 
quantify image quality degradations. Therefore, the image 
quality assessment algorithms are desirable to estimate the 
subjective quality of the image affected by various kinds of 
distortions. The image quality assessment (IQA) algorithms 
can be categorized into three main groups according to the 
availability of a reference image: 1) full reference IQA 
metrics which have full access to the perfect reference 
images [1-6]Wang, Bovik, Sheikh and Simoncelli [1], [2, 3]. 
These methods have a mostly limited application due to the 
lack of availability of the reference image. 2) No-reference 
image quality assessment (NR-IQA) approaches that operate 
without any prior knowledge of reference image data [7-11]. 
These methods offer the greatest freedom and flexibility. The 
absence of reference image, however, leads to diminishing 
their accuracy to face a wide variety of distortions compared 
with the FR-IQA methods. 3) reduced-reference (RR) IQA 
metrics, which only use partial information about high-
quality reference image and evaluate the quality of the 
distorted image by using extracted features at the sender 
side. RR-IQA indices provide a tradeoff between FR and NR 
approaches [12-22]. The RR-IQA metrics can be categorized 
into three different and related groups. The first one consists 
of those RR-IQA models, which are designed to evaluate the 
perceptual quality of images, affected by a specific distortion. 

The second group is based on the human visual system model 
[23,  24]. They employ perceptual features motivated from 
the computational models of low-level vision as a reduced 
description of the image. Mohamadpour et.al [25]introduced 
a new RR-IQA metric which was able to evaluate the quality 
of multiply-distorted images using the predicted portion of 
the image. Liu et.al [26] suggested an image quality metric 
which is named FSI and use the difference between the 
entropies of the prediction discrepancies to evaluate image 
quality. Another HVS based algorithm was proposed in [27]
which employs four sharpness maps to assess image quality 
via two main stages. The salient region plays more important 
roles than the other regions for visual perception and saliency-
induced reduced-reference (SIRR) IQA [28] was developed 
based on this study. The third one employs the statistical 
properties of the image signals and is based on the recent 
discovery that the most real-world image distortions disturb 
image statistics. W Xue et al. [29], proposed a novel RR-
IQA based on the fact that during processing natural images, 
brain response strongly correlates with the Weibull statistics. 
There are three main challenges to  design an efficient RR-
IQA algorithm. First, the algorithm should have the ability 
to assess the image quality in accordance with human visual 
perception. Second, it should have low computational cost, 
which is important in online applications. Third, since the 
RR features, for quality evaluation, must be transmitted to 
the receiver side, the extracted RR features data rate should 
not be large. Therefore, it is desirable and essential to reach 
a proper balance between the data rate of RR features and 
the performance of the image quality metric. A great deal 
of information related to the reference image leads to more 
accurate image quality estimation. But, it makes the RR Corresponding author, E-mail: 



E. Kalatehjari et al., AUT J. Elec. Eng., 51(1) (2019) 83-92, DOI: 10.22060/eej.2019.14699.5240

84

feature transmission to the receiver troublesome. Whereas in 
contrast, for a smaller RR data rate, it is easier to transmit the 
RR information, but the performance of the RR quality metric 
is not accurate. Although in recent years the computational 
cost and the RR data rate have remained unsolved,  the 
RR-IQA methods have achieved a satisfactory level of 
performance. 
In this paper, a novel RR IQA metric is introduced based on 
structural information of images. The human visual system 
is sensitive to  different orientations and scales. Therefore, 
the new method is designed to describe the image according 
to different orientations and scales. Another feature of the 
human visual system is salient based behavior. Quality 
degradation  has a larger influence on the visually salient 
positions and hence, these regions should be more carefully 
processed. Motivated by the relation between visual attention 
and quality assessment, recently some algorithms were 
designed based on visual saliency as a quality feature [28, 
30]. The new metric extracts the saliency-based features to 
achieve maximum compatibility with the HVS behavior. Due 
to the mentioned reasons, a new method is proposed for blob 
detection and extract the structural features from the salient 
regions of different orientations and scales. The achieved 
comparative results demonstrate that the performance of the 
proposed metric is very good and comparable to the state-
of-the-art approaches. Another advantage of the proposed 
method is its low computational cost due to the simplicity 
of the algorithm. Hence, the novel metric can make an 
acceptable balance among the mentioned challenges of the 
RR-IQA methods.
The rest of this paper is organized as follows.  In section 
2 the feature extraction step is described. A modified blob 
descriptor which extracts blobs in different scales and 
orientations is explained and a review  of region covariance 
and its implementation in our method and quality evaluation 
is given. Experimental results are presented in section 3. 
Finally, section 4  presents  the conclusion. 

2- Proposed method 
The framework of the proposed metric contains three steps. 
First is the feature extraction in which salient regions are 
determined which contain important and informative regions 
in images. Therefore, the quality evaluation is closely related 
to the human processing system. In order to extract the salient 
regions, we use the blob decomposition visual information 
(BD) tool as a texture component descriptor. The second 
step is describing the structure of the extracted blobs, so the 
Region Covariance metric is used which can easily interpret 
the image in terms of its eigenvalues. As a result, the image 
is summarized in terms of eigenvalues which leads to very 
small RR data rate value. The extracted eigenvalues contain 
valuable information and are used to  estimate  the distorted 
image quality. In the last step, a quality metric is used to 
evaluate the image quality using the eigenvalues. Figure 1 
shows the framework of the novel RR-IQA metric.

2- 1- Feature extraction 
In this section, we focus  on the image representation which is 
based on how users perceive and describe textures. Therefore, 
we extract features which can describe the texture of images 
and summarize them more efficiently. Also, the extracted 
features should have been in accordance with human visual 

perception. The blob detection technique is used to extract the 
regions of interest in accordance with human visual system 
perception. The blob detectors are able to describe the texture 
of the image [31]. The traditional blob detection methods are 
based on two assumptions [32]: first, the natural images can 
be described as a group of Gaussian blobs. Second, the group 
of similar blobs is existed in most natural images. The first 
assumption is yield to represent the blob detection techniques 
based on scale-space. To achieve more compatibility with 
the HVS system, we suggested a new orientation-based 
and scale-based blob detection technique. It can extract the 
region of interest from the image more efficiently compared 
to traditional techniques.

Fig 1. Flowchart of the proposed image quality metric

2- 1- 1- Salient region extraction
The goal of image quality assessment algorithm is to evaluate 
the image quality with maximum similarity to the human 
visual system. Therefore, it is desirable to find the human 
visual system model. The fact that the HVS pays more 
attention to salient regions of the visual scene, it is beneficial 
to design computational models based on the human visual 
system. Hence some attention has been given  to integrate the 
visual saliency into IQA metrics. In [33], a visual saliency-
based index (VSI) was proposed to be used as a feature 
map for local image regions quality evaluation, because the 
perceptible quality distortions can have an effect on the visual 
saliency map. In their work, roles of VSI were as a feature 
map which characterizes the image quality and as a weighting 
map which indicates the important regions of the image. The 
Blob detection is another effective way to extract interest 
points [34]. This is done using the Difference of Gaussians 
(DOG) and is strongly dependent on the scale. As the human 
vision is a scale based system, the result is in accordance 
with the human visual perception. A single feature map is 
formed from the sum of the DOG responses at each scale.  
According to [31], a texture image can be described through 
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the description of a set of Gaussian blobs and their attributes. 
In the next sub-section, we explain the blob detection method 
and related features.

2- 1- 2- Blob detection
Intuitively, a blob is a connected region which is significantly 
brighter or darker than surrounding neighbors. It is clear 
that a blob belongs to one local extremum. According to 
the operator, there are some different methods to extract the 
image’s blob which are based on differential operators. There 
are some attributes related to the image’s blob. The attributes 
are the blob shape, contrast, orientation, and location. 
Different Textural Components (TC) of the image can be 
obtained by grouping blobs with similar features. According 
to [35] using blob group instead of individual blobs has 
more advantages and provides  more information about the 
conceptual content of the image. In this paper, a new blob 
extraction method is proposed which is based on differential 
operators in the different orientations and scales. Lindeberg 
[32] used the normalized differential Laplacian of Gaussian 
operator to detect the blobs of the image [32]. 

2 2 2
norm L Lσ σσ∇ = ∇ . (1)

In equation (1) the 2∇  is the Laplacian operator, Lσ  is the 
result of convolving the image with the Gaussian filter. In 
order to extract the features in both different directions and 
different scales, the wavelet transform is used instead of the 
Gaussian filter. It is well known that the wavelet transform 
function in space domain is as [32]:

( ) ( ) ( ), , ,rg x y s x y w x y= , (2)
	
where ( ),rw x y  is the Gaussian operator which represents 
the image in different scales and ( ),s x y  is a complex 
sinusoid to represent the orientation. The Gaussian envelope 
looks as follows [32]:  

( ) ( ) ( )( )( )2 22 2
0 0,  expr r r

w x y k a x x b y yπ= − − + − (3)
                           
And the complex sinusoid is defined as:

( ) ( )( )0 0, exp( 2S x y j u x v y Pπ= + + (4)

where ( )0 0,u v  and P  define the spatial frequency and the 
phase of the sinusoid, respectively. A multi-scale and multi-
orientation Gabor filter bank is constructed and convolved 
with the image. In order to identify the blobs of the image 
I, the normalized differential Laplacian of Gabor operator is 
applied, as well.

( ) ( )
2 2 2

, ,norm L Lσ θ σ θσ∇ = ∇ (5)

In equation (5) 
( ),L σ θ

 is defined as:

( ) ( ), ,* ,L I gσ θ σ θ= (6)
where  ( ),g σ θ  is the Gabor filter with scale value σ and 
orientation value θ . Finally, to  determine  the position of 
the blobs, local maxima/minima of the result represented 
by Laplacian of Gabor is considered. In order to extract the 
regional extrema of the result, the definition proposed in [36] 
is used. Therefore, a regional minimum M  of the output 
image f at elevation t is defined as:

(1)

,                 ( ) ,
( ) \ , ( ) .

p M f p t
q M M f q tδ

∀ ∈ =

∀ ∈ 

(7)

In equation (7) the (1)δ  refers to the morphological dilation 
operation at level one. In the same way, the regional maxima 
M  of the image at level t can be computed as:

(1)

,                 ( ) ,
( ) \ , ( ) .

p M f p t
q M M f q tδ

∀ ∈ =

∀ ∈ 

(8)

The union of the regional minima and maxima are defined as 
the regional extrema of the image.
We obtain the local extrema in eight-connected neighbors. 
According to normalizing the operator in equation (5), the 
result of applying it to the image leads to blobs of radius
 2r = √ . 

2- 1- 3- Blob components
In order to describe the texture of the image, the blob 
components are used. The blob components used here are the 
locations of blobs, blob shape attributes, and color attributes.  
As mentioned before, the blob detector is able to extract the 
salient regions. To extract the blob components of the color 
image, all color images are transformed into the opponent 
color representation to emerge blob information from both 
intensity and chromaticity variations. The color components 
are the luminance (L) component, the red-green and blue-
yellow chromaticity dimensions. The blob detection operator 
is applied to three coordinates of the color space. Detecting 
blobs in the three different dimensions of the opponent space 
implies some redundancy and to  eliminate  this redundancy, 
overlapped blobs are eliminated. The results of detecting 
blobs of an instance image are shown in Figure 2. It is notable 
that the images are the  results of applying extracted blobs 
to the luminance image and contain the region of interest of 
intensity image. It is clear that more details are appeared in the 
images with lower scales and in the higher scale ones smaller 
details are removed. On the other hand, by increasing the scale 
parameter, the response of the filter to the distortion becomes 
more robust. In Figure 3, an example shows the robustness of 
the filters with higher scales against the distortion. The filters 
with low scale parameters are more sensitive to the distortion 
and can better sense their effects. By increasing the distortion 
the blobs in the low scale sub-bands cannot determine the 
region of interest. But the higher scale sub-bands can respond 
better in higher distortion levels.

Fig 2.a. The original image.
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Therefore three different scales are selected to obtain a 
response for all images with different distortion levels with 
maximum similarity to the HVS. The human visual system 
is orientation based and exhibits anisotropy distributions 
of response across the range of orientations. According to 
the psychological research studies  [31, 37, 38], the human 
visual system is more sensitive to horizontal, vertical, and 
oblique directions comparing to other directions. Therefore, 
the proposed algorithm is designed to extract features in the 
mentioned direction to obtain maximum matching to the 
human visual perception. When the distortion level is so 
high that  the human visual system is unable to understand 
the contained images, the blob detector fails to detect the 
region of interest (ROI) correctly. In order to group blobs 
with similar features (shape-orientation), the detected blobs 
of each Gabor filter sub-band, with the same scale and 
orientation are assumed to be as one single group. It is due to 
the same scale and orientation of the extracted blobs related 
to each filter response. Therefore, different sub-bands with 
the same dimension as the original image are produced. 
The blobs determine the salient regions but to evaluate the 
image quality, some related perceptual features are needed.  
Therefore, every blob is described by a feature matrix which 
contains nine  attributes as Blob Components (BC). The 
attribute matrix for each Blob is as follows [35]:  

[ , , , , , , , , ]i LF X Y W L I RG BYθ µ= (9)

In the equation (9), Fi refers to feature matrix of the ith blob, 
( )X,Y  refer to the location and ( )W,L  are width and length 
of the blob while (I, RG, BY) contain the color attributes of 
the blob which are the median of chromaticity and luminance 
of pixels in the blobs. Lµ  describes the grey-level structure 
around a point q of the image and is defined as [35]: 

2

( ) ( ( ))( ( )) ( ) .T
L

x

q L x L x q x dxµ ω
∈

= ∇ ∇ −∫


(10)

Here, Lµ  is the windowed second-moment matrix (WSMM) 

which is introduced by Lindeberg [32], L  is the image 
brightness and :ω 2 → 

is the normalized window 
function. For simplicity, an averaging operator qE  is used to 
describe the windowing operation. The (10) can be rewritten:

2

2( ) x x y
L q

x y y

L L L
q E

L L L
µ

 
=   

 
(11)

As explained before, the blob detector is applied in different 
scales and orientations to achieve maximum conformity to the 
human visual perception and therefore, some redundancies  
have appeared. In order to eliminate the redundancies,  all 
extracted blobs in different scales and orientations and color 
spaces are considered as the same group and the overlapped 
blobs are removed. It leads to a group of blobs which 
determine the region of interest (ROI) of the image and each 
blob is described by a feature matrix Fi. Hence, the final 
feature matrix dimension is 9m ×  in which m is the number 
of extracted blobs and 9 is  the number of features related to 
each blob. The m value is not constant and depends on the 
image and distortion level. It means in the same images with 
different distortion levels the numbers of extracted blobs are 
different. As the number of features is so large,  it should be 
decreased to be small enough for transmission. Therefore, we 
should find a good method to describe the extracted features 
which are from different kinds and reduce the amount of 
information.

2- 2- Covariance matrix and feature description
It is obvious that describing the image by blobs leads to 
so many sub-bands as the same size as the original image. 
But in the reduced- reference IQA methods, the final goal 
is to reduce the amount of information. Therefore, a feature 
descriptor is used to reduce the extracted features and make 
them suitable for transforming to the receiver side. The 
extracted features are the sub-band images whose  shape 
and content  change due to the distortion level. All sub-band 

θ=0 θ=45 θ=90 θ=135

σ=1

σ=1.5

σ=3

Fig 2.b. extracted blobs in different scales and orientations.
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images are described as a feature matrix, hence the shape, 
illumination, and color changes can be explained as blob 
components changes. Depending on the number of extracted 
blobs, the dimension of the feature matrix is variable. In 
addition, the blob components are not homogeneous and 
are from different kinds. Therefore, the descriptor required 
should be able to describe a set of non-identical and different 
dimensions features. In this paper, the covariance matrix 
is used to achieve an efficient summary of the constructed 
feature matrix. Because this descriptor has the mentioned 
features. Since the blobs are detected in multi-scale and 
multi-orientation spaces, extracting blobs leads to some 
redundancies.To eliminate this redundancy, the blob group 
(BG) is used and blob attributes which are referred to as blob 
components (BC) are given in the matrix form. There are 
four main attributes which describe a blob. These attributes 
are the location of the blob, the shape attributes, blob color 
attribute, and structure. In order to use both the chrominance 
and grey-level information and reduce the computational 
cost, we employ the covariance matrix motivated by Erdem 
[40]  to integrate these pixel-wise feature vectors within a 
BC. There are several advantages in describing region by 
using the covariance matrix. As mentioned before, using the 
covariance matrix makes it possible to fuse multiple features 
which might be lying in different domains. The covariance 
matric for describing regions with d-dimensional feature 
points has only 2

2
+d d   different values.  Unlike Erdrem’s work, 

there is no need to reshape the image to a square size and the 
region S can be represented with a d×d covariance matrix:

( )( )
1

1
1

d
T

S i i
i

C f f
d

µ µ
=

= − −
− ∑ (12)

where  if signifies the n-dimensional feature vector extracted 
from the region S and µ is the mean of these feature 
vectors. According to the number of the feature vectors, 
the d-dimension varies. In this paper, nine  different feature 

vectors are used which leads to a 9×9 covariance matrix and 
about 

29 9 45
2
+

=  different values. To evaluate the quality of 
distorted image, it is merely needed to send these values to 
the receiver side.

2- 3- Quality evaluation
The quality evaluation is the last step in our algorithm. 
The reference image represented on the sender side and the 
distorted version of it on the receiver side are represented 
by the covariance matrix. As mentioned before only  2

2
d d+   

values are sent to the receiver side as a reduced reference 
image. In order to evaluate the quality of the distorted image, 
the method proposed by [41] is used. This metric measures 
the dissimilarity of two covariance matrices 1sC and 2sC [41]:

( ) ( )2
1 2 1 2

1

, ,
n

S S i S S
i

dis C C Ln C Cλ
=

= ∑ (13)

In equation (12), ( )1 2 ,i S SC Cλ  refers to generalized 
eigenvalues of 1sC and 2sC , computed from:

1 2 0 i S i S iC X C Xλ − =     i=1,…,d. (14)

 in which 0iX ≠  are the generalized eigenvectors. In the next 
section, the experimental results on the different databases 
are shown.

3- Experimental results
The performance of the proposed method is compared with 
different state-of-the-art IQAs to depict the efficiency of 
the new RR IQA metric. We tested the proposed metric on 
four different benchmark database widely used in the IQA 
community, including: 
1) the LIVE database [39] which contains 29 reference and 779 
distorted images spanning five different distortion categories, 
including JPEG and JPEG2000 compression, white noise, 
Gaussian blur and a Rayleigh fading channel (fast fading). 2) 
The TID2008 database [42], which containing 1700 distorted 

     Distortion   
         Level

Scale 
value        

Level 1 Level 2 Level 3 Level 4 Level 5

original

Low
Scale 

High
Scale 

Fig.3. An example image from LIVE [39] database affected with different white noise distortion levels. The behavior of low scale and 
high scale sub-band images against the distortion levels are demonstrated.
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images with 17 distortion types at four distortion levels. 3) 
The CSIQ database [43] which contains 30 original images 
and 866 distorted ones with six types of distortions at 4 
and 5 levels. 4) The IVC database [44] includes 10 original 
images and 185 distorted images which is generated from 
four  different distortion types. Applying the new method 
on different databases assures us of the proposed metric 
performance against different images affected by different 
distortion types. To validate the performance of the proposed 
RR-IQA approach, three popular criteria, including the 
Spearman rank-order correlation coefficient (SROCC), 
Pearson linear correlation coefficient (PLCC) and the root 
mean square error (RMSE) are employed. In order to measure 
the prediction accuracy, the PLCC and the RMSE are used. 
The SROCC measures the monotonicity. To determine a 
desirable objective RR-IQA, PLCC and SROCC values 
should be higher while the RMSE value needs to be lower. As 
mentioned before, there are subjective DMOS or MOS values 
associated with every distorted image which are obtained 
from the opinions of many observers on the perceptual quality 
of the distorted images. The results of the proposed metric 
are normalized using an exponential function. Then to regress 
the predicted quality scores nonlinearly, a regression analysis 
between objective scores and the given mean opinion scores 
(MOS) is provided [45].

1 4 5
2 3

1 1( ) ( )
2 1 exp( ( ))

f x x
x

α α α
α α

= − + +
+ − (15)

 where the { }1 2 3 4 5, , , ,α α α α α  are model parameters and can 
be estimated for maximizing the perceptual and objective 

scores’ correlations.

3- 1- Individual performance comparison
In order to evaluate the performance of the proposed metric, 
we investigated the results on the LIVE[39] database 
because it contains the most popular distortions during 
image acquisition and transmission. In order to achieve 
a better conception, the results of the proposed metric 
are compared with four state-of-the-art RR-IQA metrics 
(SPCRM-SCHARR [13], RRVSD [21], RRVIF [22] and 
SIRR [28]).  these algorithms are based on the human visual 
system perception which  RRVSD [21] , RRVIF[22] extract 
features in different directions. The SIRR[28] used salient 
features and therefor has the same strategy as the proposed 
method. Contrary to the proposed method, none of them 
extract salient regions in different scales and orientations. In 
addition proposed algorithm was compared with two main 
classic FR-IQA methods (MS-SSIM [6] and PSNR). The 
reference data length of the SPCRM-SCHARR method can 
be adjusted to different values from (image size)/32 to 16 and 
the quantity of reference data with values (image size)/32 
and 32 are used in order to have a fair comparison. The 
reference data length of the RRVSD and RRVIF are 20 and 2, 
respectively. The reference data for the gray-scale image with 
a total of L pixels in SIRR[28] is 64

16
L
+ . A successful RR-IQA 

metric expected to have a higher performance by using fewer 
amounts of reference data and computational cost, comparing 
to other RR-IQA metrics. The performance of the mentioned 
IQA methods on the LIVE database is shown in Table 1. 
According to the results, the proposed metric has a better 
performance against the JPEG 2000 compression distortion 

Table 1. The performance of the proposed metric and different RR-IQA and FR-IQA on the LIVE database
(----- means not reported)

Distortion
Type Criteria Proposed

(RR)

SPCRM-
SCHARR [13]

(RR)

SPCRM-
SCHARR 

[13]
(RR)

RRVSD [21]

(RR)

RRVIF [22]

(RR)

SIRR[28]

(RR)

MS-
SSIM[6]

(FR)

PSNR

(FR)

Data rate

45
(Image size)

/32 16 20 2 L/16+64 Image size Image size

AWGN

PLCC
SROCC
RMSE

0.976
0.973
3.54

0.9734
---------
---------

0.9273
---------------

---------

0.990
0.982
2.25

0.957
0.946
4.66

0.985
0.983

     3.14

0.974
0.973
3.65

0.982
0.985
4.334

GBLUR

PLCC
SROCC
RMSE

0.9427
0.9345
4.15

0.9590
---------
---------

0.9401
---------------

---------

0.966
0.960
3.98

0.955
0.961
4.66

0.948
0.951
4.02

0.955
0.954
4.69

0.784
0.782
11.5

JPEG

PLCC
SROCC
RMSE

0.954
0.949
5.12

0.9747
----------
----------

0.9444
---------------

---------

0.894
0.858
6.94

0.895
0.885
7.15

0.962
0.958
4.88

0.943
0.942
5.33

0.860
0.841
14.5

J2K

PLCC
SROCC
RMSE

0.9653
0.9622
3.62

0.9568
-----------
-----------

0.9273
---------------

---------

0.927
0.913
5.96

0.932
0.950
5.88

0.955
0.949
3.98

0.957
0.953
4.69

0.896
0.889
11.0

FF

PLCC
SROCC
RMSE

0.943
0.941
4.92

0.9277
-----------
-----------

0.8861
---------------

---------

0.950
0.926
4.86

0.944
0.941
5.42

0.933
0.927
5.12

0.947
0.947
5.30

0.890
0.890
13.0

Overall

PLCC
SROCC
RMSE

0.946
0.945
8.35

0.9412
0:9444
9.2300

0.9097
0.9131
11.3450

0.935
0.932
9.59

0.725
0.732
17.6

0.949
0.946
8.81

0.943
0.945
9.09

0.872
0.876
13.4
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comparing to other IQA methods. Performance on the JPEG 
compression distortion shows that the proposed metric has 
the same performance in  both  SPCRM-SCHARR [13] with 
data rate equal to (Image size)/32 performs and SIRR [28] 
with L/16+64, but the data rate of the SPCRM-SCHARR [13] 
metric is not acceptable here. For other distortion types such 
as White Noise distortion, the performance of the proposed 
metric is comparable to other IQA metrics and better than 
SPCRM-SCHARR [13] algorithm. Therefore, the overall 
performance of the suggested metrics on the LIVE database 
is more desirable than other IQA metrics and similar to SIRR 
[28] metric. The supreme behavior of the presented algorithm 
can be explained by considering the blob detection behavior 
against different types of distortion. As the blob detector 
algorithm extracts features in different scales and orientations, 
the structural changes by the White Gaussian noise, JPEG 
and JPEG2000 compression are evaluated well. The reason 
is increasing the White Noise distortion level that  leads to 
growing up  the number of blobs due to the rising of local 
extremum in the luminance image. The sudden  increase and 
decrease in the number of blobs and the effect of distortion 
on the image structure and the associated feature have caused 
the algorithm to react well against the White Noise distortion.  
In the Fast Fading and Gaussian blur distortion, the number 
of blobs decreases dramatically in high distortion levels. 
Due to this fact,  these two types of distortions decrease the 
local luminance extremum. For these two distortion types, 
the Performance of the proposed metric is acceptable but 
not as good as the performance against the white noise and 
JPEG2000 compression distortions. By considering the data 
rate and performance on different distortions, the proposed 
method behaves more stable comparing to other IQA metrics. 
Furthermore, the results of the proposed method on different 
distortion types are nearly the same. Hence, the overall 
performance of the proposed metric outperforms the other 
state-of-the-art RR-IQA metrics and FR-IQA algorithms. 

3- 2- Overall performance comparison
In order to further evaluate the performance of the proposed 
metric, the average PLCC, SROCC and RMSE results over 
three other databases are demonstrated in Table. 2 Considering 
the results of the proposed method on three different databases 
and comparing them with four RR-IQAs (SPCRM-SCHARR 
[13], RRVSD [21], RRVIF [22], and SIRR [28]) reveal that 

the novel metric behaves better on three databases.
It is due to the good behavior of the blob detection algorithm 
on the extracting region of interest from distorted images. 
Overall performance of the suggested method on the CSIQ 
database is  better than two FR-IQAs. It is worth pointing out 
the CSIQ database has more similarity to the LIVE database 
than two other mentioned databases. The results of the new 
algorithm on the  other two databases are comparable with 
FR-IQAs and achieve  better performances in some cases.
The image quality score of the proposed method is based 
on three principal factors. First, the shape of the region of 
interest. Second, the luminance and chrominance of the 
image pixels and third, the structure of the image in the blob 
regions. Therefore, any  change in the shape or pixels values 
of estimated regions leads to the change in the objective 
image quality score. In the high value of distortion, between 
two descending order of distortion values, there is a sudden 
change in all mentioned factors. It leads to a sudden change in 
the related objective quality score which is different from the 
subjective one.  In the IVC database and TID2008 database, 
there are some situations which we can find this type of 
sudden  changes. These situations happen  more than two 
other databases and therefore, the performance of the novel 
algorithm on the TID2008 and IVC databases is not as good 
as on the CSIQ database. 

3- 3- computation cost comparison
As mentioned before, a desirable RR-IQA algorithm should 
have a low computational cost. To evaluate the computational 
complexity of the proposed algorithm, we compare the 
computational cost of the proposed metric with mentioned 
RR-IQA methods. It consists of average running time for 
each image that includes image reading, feature extraction, 
and quality estimation from  both sender and receiver sides. 
The implementation of the mentioned RR-IQA metrics is 
not optimized. The Specifications of our desktop computer 
hardware are Intel core-i5 3570 CPU 3.4GH and 4GB Ram. 
The windows 7 64Bit and MATLAB R2013 are our system 
software. The average runtimes to extract features of a 
512×512 image for different methods are listed in Table 3.  
The results in Table 3  demonstrate that the proposed method 
has lower computation cost than the RRVSD and the SPCRM-
SCHARR and more than the RRVIF and the SIRR metrics. 
\

Table 2. The results of applying the proposed metric on three different databases

  Database Criteria Proposed
(RR)

SPCRM-
SCHARR [13]

(RR)

SPCRM-
SCHARR 

[13]
(RR)

RRVSD  
[21]
(RR)

RRVIF [22]
(RR)

SIRR[28]

(RR)

MS-SSIM[6]
(FR)

PSNR
(FR)

45 (Image size) 
/32 32 20 2 L/16+64 Image size Image size

TID2008
PLCC

SROCC
RMSE

0.835
0.832
0.6120

0.8132
0.7921
0.6099

0.7403
0.7567
0.6979

0.814
0.819
0.773

0.535
0.500
1.134

0.8073
0.8160
0.7758

0.842
0.853
0.723

0.573
0.579
1.100

CSIQ
PLCC

SROCC
RMSE

0.916
0.915
0.089

0.8341
0.7728
0.1162

0.8906
0.8889
0.0902

0.873
0.872
0.126

0.698
0.733
0.182

0.9144
0.9297
0.0967

0.900
0.914
0.115

0.800
0.806
0.158

IVC
PLCC

SROCC
RMSE

0.9016
0.8990
0.4016

0.8449
0.8447
0.5192

0.8252
0.8186
0.5188

0.8314
08301
0.5202

0.6622
0.6712
0.7131

0.900
0.887
0.455

0.9119
0.9018
0.3777

0.7196
0.6884
0.6677
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4- Conclusion
In this paper, a novel RR-IQA metric was introduced which 
is based on the saliency regions and texture description.  A 
good RR-IQA metrics should use less data from the reference 
image and be able to evaluate the image quality in accordance 
with the human visual perception. In addition, the framework 
of the proposed method has only three steps. Therefore, it has 
a low computational cost due to its simplicity. Experimental 
results on the LIVE database show that the proposed metric 
performs well on the different types of distortions and in 
some cases, it behaves better than other IQA metrics. The 
novel RR-IQA is able to evaluate image quality without any 
training process and hence, unlike the RRVSD method, it 
can be applied to any new databases. Experimental results 
on different databases show that the proposed image quality 
evaluator acts well and approximately is similar in all cases. 
It could be concluded that the proposed metric shows a good 
stability on the different databases and therefore can be 
applied to a variety of applications. In the proposed metrics, 
we can achieve a good balance among the reference data rate, 
performance, and computational cost.
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