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ABSTRACT: With the development of network-based technologies, intrusion detection plays an 
important role in modern computer systems. Intrusion Detection System (IDS) is used to achieve higher 
security, and detect abnormal activities in computers or networks. The efficiency of intrusion detection 
systems mainly depends on the dimensions of data features. So, in the implementation of the IDS, by 
applying the feature selection phase irrelevant and redundant features are eliminated, and as a result, the 
speed and accuracy of the intrusion detection system increases. Applying appropriate search strategy and 
evaluation measure are significantly effective to feature selection. In this paper, we propose a feature 
selection method which uses a combination of filter and wrapper feature selection method. This method 
applies a modified ant colony algorithm as a search strategy on filter phase and fuzzy rough sets to 
calculate the information gain ratio and acquire the evaluation measure in the ant colony algorithm. 
Then, on the wrapper phase the minimal subsets of features with first order and second order accuracies 
are selected. To confirm the efficiency of our proposed method, we compared this method with three 
other methods and with a method which is based on artificial neural networks. Finally, we compared the 
proposed method with an ant colony optimization based method.  Considering the results, the proposed 
method, on average, has a higher accuracy than the other methods and also selects a subset of features 
which have a minimum length.
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1. Introduction
A computer network includes the security of computer 

network infrastructure. Network security would be 
implemented with regards to network administrator policies. 
These policies are designed to protect the network resources 
against the unauthorized accesses [1]. The intrusion detection 
system (IDS) is used to secure computers and networks. 
Intrusion detection system plays an important role in 
detecting attacks and searching known or malicious activities 
in network traffic, and alert whenever a suspicious activity 
is detected [2]. There are two approaches for implementing 
intrusion detection: first, misuse detection or signature-
based detection, and second, anomaly detection. In misuse 
detection, IDS compares current behavior of the network to 
a large database of attack signatures, then the system will 
alert once a match is detected. This approach can identify 
all known attacks with low false positive rate. However, 
when signatures are unknown, or the attack differs from 
the signature pattern the misuse detection would not be 
an appropriate method. In anomaly detection, the system 
administrator defines a baseline profile for normal network 
behavior such as traffic load, standard packet size, etc., 
and if the current behavior disagrees with this profile, it is 
detected as an intrusion [3]. IDS deals with huge amount of 

data containing both irrelevant and redundant features which 
might decrease the speed and detection rate of the system. 
Feature selection is used to overcome this problem and 
increase the efficiency. By feature selection irrelevant and 
redundant features would be removed, and an optimal subset 
of features would be selected. This results in improvement 
in processing time, classification performance and prediction 
accuracy [4]. 

The feature selection methods could be classified into 
filter, wrapper, embedded and hybrid methods. In filter 
method, goodness of the genes will be evaluated based on 
their intrinsic characteristics without applying any learning 
models. In wrapper method, learning algorithm is considered 
as a part of mentioned method. Here, the classification 
accuracy is used to select the features as evaluation criteria. 
The wrapper approach is more precise than filter approach 
and has more computation [5]. In embedded method, the 
learning is not separated from the feature selection part; so 
that the structure of the class of considered functions plays 
a crucial role [6]. The hybrid method combines filter and 
wrapper techniques [5].

The rest of this paper is organized as follows. In section 
2, related works are discussed. In Section 3, some basic 
notations of rough set theory and information measures 
in rough and fuzzy-rough set theories are reviewed. The *Corresponding author’s email: javidi@uk.ac.ir
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proposed method is presented in Section 4. In Section 5, 
the results of experiments are explained. Finally, Section 6 
concludes the paper.

1-1- Related work
Employing the feature selection process to select an 

optimal subset of features instead of using the entire feature 
space is being widespread in many researches on the field 
of intrusion detection in computer networks [7]. Chung and 
Wahid [8] presented a hybrid intrusion detection system 
which applies Intelligent Dynamic Swarm based Rough 
Set (IDS-RS) and Simplified Swarm Optimization (SSO) 
which is a new version of Particle Swarm Optimization 
(PSO) and includes a new Weighted Local Search (WLS) 
strategy. IDS-RS method selects the most relevant features 
using a weighted sum fitness function. This work has 
selected six features out of 41 features containing in KDD 
cup 99 dataset. The acquired classification accuracy is 
93.3%, which is not good enough. De la Hoz et al. [9] used 
a feature selection approach based on the NSGA-II4 as a 
feature search strategy and the Growing Hierarchical Self-
Organizing Maps (GHSOM) as a classifier. They applied a 
fitness function based on the Jaccards coefficient which is a 
similarity measurement. The experiments are performed on 
the NSL-KDD datasets.  This method selected 25 relevant 
features by 99.12% of classification accuracy which means 
the method is highly accurate, but the length of the selected 
subset is not satisfactory. Kang and Kim [10] proposed a 
wrapper method for feature selection based on a Local Search 
Algorithm (LSA) and the k-means clustering algorithm. This 
method has used the accuracy of k-means clustering as a 
cost function to measure the goodness of the feature subset 
generated by LSA. In order to avoid over fitting, Kang and 
Kim used MLP to evaluate the performance of the selected 
subset of features. The experiments are performed over 
the NSL-KDD datasets. The accuracy of classification and 
DR by means of this method are high but FAR is low. The 
methods mentioned so far have acceptable performances in 
solving the problem of intrusion detection. However, they 
still are not able to create a system that detects all attacks 
without any false alarms. In this paper, we have proposed 
a hybrid feature selection method which applies ant colony 
and fuzzy rough sets to calculate information gain ratio as 
evaluation criterion. Therefore, it has high accuracy and 
minimum subset length. After selecting an optimal subset 
of features, this subset is used in IDS. Applying dependency 
degree might be useful in selecting a subset of features as 
evaluation criteria, and also maintains the meaning of the 
features and rarely depends on other features; but it would not 
be appropriate in real life applications where the purpose is 
to acquire high classification accuracy [11]. Moreover, there 
is a tendency in gain criteria to select the feature with more 
refined partition. This fact encourages us to offer gain ratio 
as an improved version of gain based on fuzzy rough sets. 
Compared to the other methods, the proposed method has 
high classification accuracy and also chooses a subset with a 
minimum length. Additionally, there are some long loops in 

the implementation of the method which may result in high 
time complexity. 

  	
2.  Theoretical or experimental modeling
      2-1- Some basic notations

In this section, we have briefly described the theory of 
rough set and information measures in rough and fuzzy-
rough sets theory. Rough set theory is proposed by Pawlak 
[12]. The basis of rough set theory is the concept of crisp 
equivalence class. A crisp equivalence class contains samples 
from different output classes. Moreover, the different 
elements in an equivalent class may have different degrees 
of belongingness to the output classes. To make a decision 
facing situations in which vagueness and indiscernibility 
are present, a combination of fuzzy and rough sets could be 
useful. A fuzzy similarity relation replaces an equivalence 
relation in rough sets to create fuzzy-rough sets. The detailed 
description of this process is presented in the following. This 
theory has been considered from the beginning, and has been 
used in various fields of data analysis such as banking [13], 
economics and finance [14], medical imaging [15], medical 
diagnosis [16], and data mining [17].

 
2-1-1- Basic rough set notation

Let, , , ,IS U A V f=< >  , be an information system, 
where U is a nonempty set of finite object, A is a finite set of 
attributes or genes, and V is the union of attribute domains, 
where Va is the set of values for the attributes a; :f A U V× →   
is an information function that appropriate special values 
from the domains of attribute to object. If P A⊆ , then an 
associated indiscernibility equivalence relation, IND (P), is 
defined as [18]:

Since IND(P) is a reflexive, symmetric, and transitive 
relation, it is an equivalence relation. Therefore,  IND(P) can 
create a partition on U that could be denoted by / ( )U IND P  
or more simply /U P  and  represents an equivalence class 
of  IND(P) containing x. The lower and upper estimates for  
X U⊂ , respectively are defined as follows [18]:

Based on the lower and upper estimates, the boundary 
regain is defined as follows [18]:

2-1-2- Information measures in rough set theory
 Assume Xi U / IND (P) and X j U / IND (Q) are 

partitions of U which are respectively induced by P and Q. 
The probability distribution of Xi is defined as follows. The 
probability distribution of XiX j is defined as Eq. (6), where 
|.| denotes the cardinality [18].
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2-1-3- Information measures in fuzzy-rough set theory
In fuzzy rough sets it is essential to define a fuzzy 

equivalence relation. If  R  satisfies the following conditions, 
it would be considered as a fuzzy equivalence relation. 

Reflectivity:  ( , ) 1,R x y x X= ∀ ∈

Symmetry:  ( , ) ( , ), ,R x y R y x x y X= ∀ ∈ 

Transitivity:  ( , ) min{ ( , ), ( , )}
y

R x y R x y R y z≥  

The ( )M R  represents a relation matrix for ,i jx x X∈ , that  
R  is a fuzzy equivalence relation defined on a nonempty 
finite set X. 

Here, [0,1]ijr ∈   is the relation value of  
ix  and 

jx   which 
can be written as . Considering the crisp rough set model, if   

ix  equals to jx   with respect to the crisp equivalence relation 
R then 1ijr = ; otherwise, 0ijr =   . A similarity function that has 
been used to calculate the equivalence relation is shown by 
Eq. (14), where  

ix  and jx   are attribute values of two objects 
on attribute a ;  

maxa  and 
mina   are maximal and minimal values 

of attribute a respectively [18].

Two important operators in the fuzzy equivalence relation 
which are also useful for implementing fuzzy theory are 
defined by [18]:

Definition 7: The fuzzy partition of the universe U 
generated by R , is defined as [18]:

Here, R   is a fuzzy equivalence relation and [ ]Rx


 is the 

fuzzy equivalence class equal to 1 2

1 2

...i i in

n

r r r
x x x
+ + + .

Definition 8: The cardinality  is defined as [18]:

Definition 1: If  , , ,IS U A V f=< >  is an information system, 
B is a subset of A and /iX U B∈ , then the Shannon’s entropy 
H (B) of B is defined as [18]:

Definition 2: In information system , , ,IS U A V f=< > , the 
join entropy of P and Q is defined as [18]:

That in relation /iX U P∈ ,   /jX U Q∈  and ,P Q A⊆ .

Definition 3: the conditional entropy of D on condition B 
for decision system , , ,DS U C D V f=< ∪ >  is defined as [18]:

That in this relation, B is a subset of C, and C is the 
condition attribute set;  /iX U B∈  and /jX U D∈ , where D 
is the decision attribute.

Definition 4: The mutual information of B and D is 
defined as follows [18]:

Definition 5: The gain of attribute a C B∈ −  is defined 
as [18]:

Definition 6: The mutual information gain ratio of 
attribute a, is defined as [18]:
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Definition 9: Information quantity of the fuzzy attribute 
set or the fuzzy equivalence relation is defined as [18]:

Definition 10: The joint entropy of B and E is defined as 
[18]:

Where FIS < U, A, V, f > is a fuzzy information system; A 
is the attribute set; B and E are two subsets of A.

Definition 11: While FIS <U, A, V, f > is a fuzzy decision 
system, C is the condition attribute set, D is the decision 
attribute and B C. The condition entropy D on condition 
B could be calculated as follows [18]:

In above-mentioned relation, [ ]i Bx


  and [ ]i Dx


  are fuzzy 
equivalence classes containing xi generated by B and D, 
respectively.

Definition 12: The mutual information of B and D is 
defined as [18]:

Definition 13: In decision system FDS <U,CD,V, f > , 
a C B∀ ∈ −  the gain of attribute a, can be defined as [18]:

Definition 14: According to the definition 13, the mutual 
information gain ratio of attribute a, can be defined as [18]: 

     

 2-1-4 Data set	
The data set which is used here, is KDD Cup99. It contains 

five million training data records and two million testing data 
records. Each record has 41 features. This data set consist of 4 
kinds of different attacks; DOS, R2L, U2R and PRB. In table 
1, the list of KDD cup 99 features is presented.

2-1-5- Attacks in KDD Cup99
There are 4 kinds of different attacks in KDD Cup99:
  
•Denial of Service Attacks (DOS) 

A DOS attack is a type of attack in which the hacker 
makes a computing or memory resources too busy or too full 
to serve legitimate networking requests, and as a result denies 
users’ access to a machine [20].

•Remote to User Attacks (R2L) 
A remote to user attack is an attack in which a user 

sends packets to a machine over the internet with no access 
to it. This is done by the purpose of exposing the machines 
vulnerabilities and exploiting privileges which a local user 
would have on his/her computer [21].

•User to Root Attacks (U2R) 
These attacks are exploitations in which the hacker starts 

off on the system with a normal user account and attempts 
to abuse vulnerabilities in the system to gain super user 
privileges [21].

•Probing (PRB) 
Probing is an attack in which the hacker scans a 

machine or a networking device to determine weaknesses or 
vulnerabilities which could be exploited later to compromise 
the system [21].

2-2- Proposed method
In this section, a new filter-wrapper approach for feature 

selection in fuzzy-rough sets is described. In this approach, the 
filter phase employs a modified ACO search strategy which 
is able to do feature selection as a multi-modal problem. The 
wrapper phase includes a learning model which evaluates 
the chosen subsets of features from the filter phase and 
selects the best subset, then calculates pheromones changes 
in selected subsets. Choosing the subsets of features with 
first and second maximum accuracies as candidate subsets 
for minimal data reductions is a contribution of this work; so 
each chosen minimal subset would have short length along 
with acceptable accuracy value. Consequently, the approach 
would satisfy both increasing the accuracy and decreasing the 
length of reduced subsets, concurrently.

In detail, to implement the approach, we need the feature 
selection problem space to be considered in the form of a 
complete non-directed graph. The nodes, indicating the 
features and edges, represent the probability of choosing 
the next node. The algorithm starts with the production of 
k number of ants, which is half the number of features. The 
following steps are done to complete each ant’s tour:

1-	 Initialize ants with random and different nodes.
2-	 For each ant k, consideration is that the set 

KS   
includes all the nodes without initial node, as accessible 
locations.

3-	 The ant k chooses the next node according to the 
transition rule. This rule has been further described on the 
next section.

4-	 The selected node is removed from 
KS .

5-	 For each ant k, the third and fourth stages are 
repeated until 

KS  is empty.
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6-	 The best answer ever acquired has been saved.

After each ant completes its tour, the pheromone would 
be updated on the routes traversed from the origin to the 
destination according to the algorithm explained in section 
4-2. At the end of each iteration, the best observed solutions 
thus far are kept; i.e., in each iteration, we consider the 

subsets of the features which have maximum accuracies as 
the best candidate subsets. We preserve the subsets which 
have the first and the second maximum accuracies among the 
best candidate subsets from the first iteration to the current. 
Then, we consider the minimal subsets within the preserved 
subsets as the bests in all iterations. Since the wrapper method 
utilizes a learning model, feature selection based on wrappers 

1 
 

 
Table 1[19]. List of KDD Cup 99 features. 

Category Label/feature name Type Description 
1 1. Duration 

2. Protocol-type 
3. Service 

 
4. Flag 
5. Src-bytes 
6. Dst-bytes 
7. Land 

 
8. Wrong-fragment 
9. Urgen 

Continuous 
Discrete 
Discrete 
Discrete 
Continuous 
Continuous 
Discrete 
 
Continuous 
Continuous 
 

Length (number of seconds) of the connection 
Type of the protocol, e.g., tcp, udp, etc. 
Network service on the destination, e.g., http, telnet, etc. 
Normal or error status of the connection 
Number of data bytes from source to destination 
Number of data bytes from destination to source 
1 If connection is from/to the same host/port; 0 otherwise 
Number of ‘‘wrong’’ fragments 
Number of urgent packets 

2 10. Hot 
 
11. Num-failed-logins 
12. Logged-in 
13. Num-compromised 

 
 

14. Root-shell 
15. Su-attempted 
16. Num-root 
17. Num-file-creations 
18. Num-shells 
19. Num-access-files 
20. Num-outbound-cmds 
21. Is-host-login 
22. Is-guest-login 
 

Continuous 
 
Continuous 
Discrete 
Continuous 
 
 
Discrete 
Discrete 
Continuous 
Continuous 
Continuous 
Continuous 
Continuous 
Discrete 
Discrete 

Number of ‘‘hot’’ indicators (hot: number of directory 
accesses, create and execute program) 
Number of failed login attempts 
1 If successfully logged-in; 0 otherwise 
Number of ‘‘compromised’’ conditions (compromised 
condition: number of file/path not found errors and 
jumping commands) 
1 If root-shell is obtained; 0 otherwise 
1 If ‘‘su root’’ command attempted; 0 otherwise 
Number of ‘‘root’’ accesses 
Number of file creation operations 
Number of shell prompts 
Number of operations on access control files 
Number of outbound commands in an ftp session 
1 If the login belongs to the ‘‘hot’’ list; 0 otherwise 
1 If the login is a ‘‘guest’’login; 0 otherwise 

3 23. Count 
 

24. Srv-count 
 
 
25. Serror-rate 
 
26. Srv-serror-rate 
 
27. Rerror-rate 
 
28. Srv-rerror-rate 
 
29. Same-srv-rate 
 
30. Diff-srv-rate 
 
31. Srv-diff-host-rate 
 

Continuous 
 
Continuous 
 
 
Continuous 
 
Continuous 
 
Continuous 
 
Continuous 
 
Continuous 
 
Continuous 
 
Continuous 

Number of connections to the same host as the current 
connection in the past 2 s 
Number of connections to the same service as the current 
connection in the past 2 s (same-host connections) 
% Of connections that have ‘‘SYN’’ errors (same-host 
connections) 
% Of connections that have ‘‘SYN’’ errors (same-service 
connections) 
% Of connections that have ‘‘REJ’’ errors (same-host 
connections) 
% Of connections that have ‘‘REJ’’ errors (same-service 
connections) 
% Of connections to the same service (same-host 
connections) 
% Of connections to different services (same-host 
connections) 
% Of connections to different hosts (same-service 
connections) 

4 32. Dst-host-count 
33. Dst-host-srv-count 
34. Dst-host-same-srv-rate 
35. Dst-host-diff-srv-rate 
36. Dst-host-same-src-port-rate 
37. Dst-host-srv-diff-host-rate 
38. Dst-host-serror-rate 
39. Dst-host-srv-serror-rate 
40. Dst-host-rerror-rate 
41. Dst-host-srv-rerror-rate 

Continuous 
Continuous 
Continuous 
Continuous 
Continuous 
Continuous 
Continuous 
Continuous 
Continuous 
Continuous 

Count for destination host 
Srv_count for destination host 
Same_srv_rate for destination host 
Diff_srv_rate for destination host 
Same_src_port_rate for destination host 
Diff_host_rate for destination host 
Serror_rate for destination host 
Srv_serror_rate for destination host 
Rerror_rate for destination host 
Srv_serror_rate for destination host 
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increments the accuracy of the model; however, this method 
increases order of mathematical complexity. In this method, 
instead of evaluating the features separately, the subsets found 
by filter are evaluated by wrapper model to decrease the 
complexity. The output of the wrapper model (the accuracy 
of the classifier) would be a criterion for goodness evaluation 
of found subsets. After the end of each run, the best acquired 
solution from the first iteration will be saved as an optimal 
solution. In addition to the detection of high quality subsets of 
features, finding more than a single solution in just one run is 
one of the advantages of this method compared to other ones.

      2-2-1- Transition rule and feature deletion	
The transition rule introduced in [22] is used for exploring 

the nodes’ space. Node j, as a candidate for selection, is 
selected with probability equal to 0.5, using the following 
relation:

If an ant selects a new node, that node is removed from 
the set of available nodes. Additionally, if the candidate node 
j is not selected, the candidate node will also be removed 
from the set of available nodes. In this case, the following 
relation in the roulette wheel mechanism, as the probability 
of selecting available nodes, is used to select the next node.

In both of the above-mentioned equations, α = 0.5 and β = 

1, and the initial value of  ijτ  is equal to 0.1. By selecting each 
node in the roulette wheel mechanism, the selected node and 

all nodes prior to it, In this method, ( , , )j KGainRatio j N Dη =   
is calculated by Eq. (22) as heuristic information. 

KN  is regarded as a set of selected nodes by ant k, and  is the 
pheromone value of edge ij.

2-2-2- Pheromones updating Rules
After each individual ant created its own complete tour, 

the pheromone is updated on the travelled path from the 
beginning to the end, as follows:

1-	 On each edge of the complete graph, the pheromone 
evaporates according to the equation (25).

2-	 In each iteration, the pheromone on the path is 
updated according to (26) and (27).

3-	 In order to maintain the best answers ever acquired, 
the pheromone on the best path within all repetitions would 
be updated according to (28).

Where =0.5, =0.2 and BF is the best path traversed 

in the current iteration. 
kNγ ′  is the accuracy of classifier as the 

output of the learning model. Figure 1, represents the graph 
which is created in the proposed feature selection method.

3. The results and discussion
To implement the proposed method, we utilized the 

R statistical software on a Windows platform having 
configuration Intel core 5 Duo CPU 2.49 GHZ, 2 GB RAM. 
The results of these experiments have been compared with 
three other good methods including MMIFS [19], LCFS 
and FFSA [19]. MMIFS and LCFS are two dependency 
based feature selection algorithms with different evaluation 
functions. LCFS method is based on the linear correlation 
coefficient, while MMIFS method is based on the mutual 
information. Linear correlation is used in detecting features 
having near linear correlation to the system output. However, 
in the real world, since the correlations are not always linear, 
this method could not be suitable. While, the MMIFS method 
can measure arbitrary relations between features [19], FFSA is 
a mutual information-based forward feature selection method 
[19]. The results are expressed in terms of time, accuracy and 3 
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Fig. 1. The graph representation for the feature selection problem. ( )k
ijp t is the probability of selecting the available nodes. And 

ij  denotes the pheromone value of edge ij. 

 
 

 
 

Fig. 2. Consuming time (in minute) of different feature selection algorithms. 
 
 

82

0.4 3

58

0

10

20

30

40

50

60

70

80

90

Ant LCFS MMIFS FFSA

Consuming time (min)

G1 

G5 G4 

G2 
G3 

Fig. 1. The graph representation for the feature selection 

problem. ( )k
ijp t  is the probability of selecting the available nodes. 

And  ijτ  
 denotes the pheromone value of edge ij.



M. M. Javidi and S. Mansouri., AUT J. Model. Simul.., 51(1) (2019) 33-44, DOI: 10.22060/miscj.2019.14535.5110 ﻿

39

a criterion named 
Bψ  . This criterion is defined as follows, and 

it has been examined in the results as well.

Where B is a subset of features. By increasing the 
classification accuracy and reducing the length of the 
selected subset,  

Bψ  increases. This indicates an increase 
in the efficiency of the method, since the efficiency of the 
feature selection is based on accuracy and number of selected 
features.

In figure 2, the computational time of the proposed 
method has been compared to the other methods. According 
to the figure 2, the consuming time of the proposed method 
is longer than the other algorithms. The high execution time 
of this algorithm is due to the fact that the implementation of 
the ant colony algorithm requires several nesting loops with a 
high repetition rate. Moreover, the number of high repetitions 
is due to the fact that network data sets such as KDD cup 
99, usually have a high number of features. Another reason 
for the high execution time of this algorithm which could 
be indicated is that high-dimensional square matrices are 
needed to calculate entropy and information gain ratio; the 
calculations of these matrices are time consuming.

The subset obtained from the feature selection phase 
in the proposed method is used as the input to a PLSSVM 
intrusion detection system, and its performance such as its 
accuracy is calculated. PLSSVM (Partial Least Squares 
Support Vector Machine) is a SVM classifier and performs 
on the score of the partial least squares. After introducing the 
input to the mentioned system and calculating its accuracy, 
the PLSSVM accuracy is compared to the accuracies of some 
other SVM-based classifiers. In table 2, detection rate, false 
positive rate, accuracy, and the number of detection errors 
for four methods have been compared under various intrusion 
classes. According to the table 2, among FFSA, MMIFS and 
LCFS methods, the average of detection rate for MMIFS is 
the highest. Therefore the average of detection rate for the 
proposed method has been increased by approximately 0.8% 

compared to MMIFS method. Also, among FFSA, MMIFS 
and LCFS methods, the average of false detection rate 
for FFSA is the lowest. As the result, the average of false 
detection rate of the proposed method has been decreased by 
almost 17.1% compared to FFSA algorithm. Furthermore, in 
mentioned methods, the accuracy of the classifier of the FFSA 
algorithm is the highest; therefore, the average of accuracy of 
the proposed method has been increased by 0.6% compared 
to FFSA method. The improvement of the proposed method 
is due to the use of an ant colony algorithm and information 
gain rate by fuzzy rough sets which has been used as an 
evaluation measure.

In Figures 3-7, the  criteria of four methods are shown in 
normal situation and different types of attacks. In evaluation 
of the efficiency of feature selection methods, along side 
the classifier accuracy criteria, the length of the selected 
subset is also important. Therefore, the  criteria would 
be more appropriate. The high value of this criterion for a 
feature selection method represents the high efficiency of 
the method. According to these figures, the  criteria of  the 
proposed method is higher than the other methods, which is 
increased in average by 16.5% compared to MMIFS method. 
The  criteria is also increased in average by 81% compared 
to FFSA algorithm. Therefore, the proposed method has high 
efficiency.

The proposed method in wrapper phase, selects two 
subsets with high accuracies and among them choses a subset 
with the minimum length. So, this algorithm selects a subset 
with high accuracy and minimum length which leads to high  
criteria and efficiency. 

In table 3, the accuracy of the PLSSVM is compared to 
some SVM-based methods on feature selection such as SVM, 
Bayesian and FNT. The results show that all of them are 
effective classification methods. An LSSVM is a regularized 
reformulation to the standard SVM. PLSSVM is effective in 
avoiding local minima in SVM problems [19]. According 
to this table, PLSSVM model seems to be more promising. 
PLSSVM outperforms the SVM, Bayesian and FNT in 
detecting Normal, Probe and R2L classes. In detecting the 
DOS and U2R classes, all four classifiers work well and there 
are no significant differences. 

The results show that this method has high accuracy 
and minimum subset length. This is due to the use of ant 
colony and fuzzy rough sets to calculate information gain 
ratio as evaluation criterion. However, this method has high 
computational time.

In table 4, the proposed method has been compared with 
an artificial neural network based method. In this approach 
the malicious network traffic is detected by artificial neural 
networks [23]. According to the table 4, the accuracy and 
recall of the proposed method is higher and its precision 
criteria is lower than the artificial neural network based 
method. Generally, the performance of the proposed method 
is almost equal to the performance of the artificial neural 
network based method.

In figure 8, a comparison between the proposed method 
and an ant colony-based method on detection rate is presented 
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[24]. Considering this figure, the proposed method has a 
higher detection rate in normal, probe, R2L and U2R classes. 
Therefore, it would be discernible that the proposed method 
is more effective in detecting such abnormal activities.  

In table 5, the proposed method and the ant colony-based 
method has been compared to each other with regards to the 
accuracy, FPR, precision and recall measures. According to 
this table, the proposed method has a lower accuracy but has a 
higher FPR, precision and recall measures. Therefore, due to 
the detection rate, FPR, precision and recall measures, despite 
the lower accuracy of the proposed method, in general, this 
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Table 2. Performance of classification for attack and Normal classes in evaluation data (method: feature selection 
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method has a higher efficiency than the ant colony based 
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4. Conclusion and future works
In this research, a feature selection method is proposed to 

eliminate redundant and additional features in KDD Cup 99 
dataset. Then, by applying this deducted data set we modeled 
an intrusion detection system. In feature selection phase, 
a hybrid of filter and wrapper feature selection methods is 
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the ant colony algorithm and information gain ratio which 
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Figs. 3-7. The B criteria of four methods in normal situation and different types of attacks. 
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Figs. 3-7. The 
Bψ  criteria of four methods in normal situation 
and different types of attacks

is calculated by fuzzy rough sets. Moreover, in the wrapper 
section, the feature set obtained from the filter phase is 
evaluated. Finally, the best subset of features is collected. The 
feature set acquired from the feature selection stage is used 
as the input of the intrusion detection system. The proposed 
method is implemented using the statistical software R. The 
results show that the proposed method is highly effective due 
to the high accuracy and rate; so that the average accuracy 
of the proposed method is increased by 0.6% compared to 

the best of aforementioned methods. The average of has 
increased by 16.5% compared to MMIFS method, however, 
this method has low runtime. For the future works, we will 
further study this field using our proposed feature selection 
methods as a preprocessing step in other learning methods. 
Additionally, we will do a comparison between our proposed 
feature selection method with other ones. 
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