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A Thorough Comparative Analysis of PI and Sliding Mode Controllers in Permanent 
Magnet Synchronous Motor Drive Based on Optimization Algorithms
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ABSTRACT:  In this paper, the speed tracking for permanent magnet synchronous motor (PMSM) in 
field oriented control (FOC) method is investigated using linear proportional-integral (PI) controller, 
sliding mode controller (SMC) and its advanced counterparts. The advanced SMCs considered in this 
paper are fuzzy SMC (FSMC) and sliding mode controller with time-varying switching gain (SMC+TG) 
which can effectively cope with chattering, an inherent harmful phenomenon in SMC. Regardless of all 
the works done to replace PI controller with SMC and its advanced counterparts, a thorough comparison 
of the PMSM drive behavior under mentioned controllers is still missing. This paper attempts to fill in this 
gap, by providing a fair and in-depth comparison of the PMSM drive operation by using PI and sliding 
mode speed controllers. In this paper, in order to design and provide a fair framework for comparison 
the performance and robustness of these four controllers a suitable cost function is defined to manage the 
performance effectively. Thus, based on this cost function a nonlinear optimization problem is defined. 
To solve the optimization problem and consequently derive the optimal values for the parameters of 
the controllers, particle swarm optimization (PSO) and grey wolf optimization (GWO) algorithms are 
employed. The performance and robustness of the PMSM drive using four optimal controllers are studied 
in the presence of different conditions and uncertainties. Numerical results demonstrate that SMC and its 
advanced counterparts cannot offer the superior behavior for all conditions and their superiority is less 
than it is often stated in the literature.  
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1. Introduction
Adjustable speed drives (ASD) are equipment used 

to control motor speed which play an important role in 
electromechanical energy conversion and are seen in many of 
our daily appliances, such as cooling fans, washing machines, 
computers and many other devices [1]. In the past, direct 
current (DC) motors were commonly used in such drives, 
but these motors have some disadvantages such as high cost, 
high rotor inertia and maintenance problems associated with 
commutators and brushes. Using Alternative current (AC) 
motors in ASDs, improves the mentioned problems for DC 
motors [2]. In the last few decades, with advances in electronic 
components, semiconductor switches and improvements in 
various control techniques, AC drives have been preferred 
over DC drives [1, 3]. Permanent magnet synchronous motor 
(PMSM) is one of the AC motors that is widely used in the 
industry due to its unique features such as high performance, 
low inertia, low noise, high output torque, simple structure 
and high power density [4]. In ASDs, it is vital to employ a 
control method that responds quickly and accurately to speed 
changes and saves the energy. To fulfill these objectives field 
oriented control (FOC), which provides independent control 
of flux and torque is a popular and commonly used control 

method in controlling AC drives [3]. FOC was firstly used 
to control the induction motor drives and due to its success, 
it was also applied to synchronous motor drives like PMSM 
drives [5]. In the FOC method, linear proportional-integral 
(PI) controller is considered as a standard controller in the 
control loops. Determining the control parameters and 
inability to deal with uncertainties in the system makes it 
difficult to work with PI controllers. Along with the progress in 
control areas, the replacement of PI controller with nonlinear 
controllers in the FOC has been considered [6]. Until now, 
various nonlinear control methods such as adaptive control, 
predictive control and sliding mode controller (SMC) have 
been proposed to improve the control of PMSM drives. 
Among them, SMC is an effective and suitable control method 
because it is not sensitive to parametric changes, is robust to 
external disturbances and has fast dynamic response [7].

The use of SMC in a system, although provides high 
robustness for the system against uncertainties, it causes the 
occurrence of the harmful phenomenon called chattering 
[8-11]. Many efforts have been made to eliminate this defect 
and various techniques have been proposed, such as fixed 
boundary layer [11, 12], variable boundary layer [13, 14], 
modification of the reaching law [9], the combination of fuzzy 
logic theory with sliding mode control [15-17], and the use of 
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high order sliding mode control [18]. 
Along with the research to improve the performance 

of SMC, its application to control of AC drives such as the 
PMSM drives has been improved [19-26]. In these works, 
the PI controller in speed control loop is replaced by SMC 
and its advanced counterparts. In [19], SMC is considered 
with a fixed boundary layer. In [20], a new reaching law is 
considered which by preserving the benefits of conventional 
SMC, results in a continuous control law. Wang et al. in [21] 
presented a new exponential reaching law that is a function 
of state variables and causes exponential decaying boundary 
layer. In [22], a new reaching law is presented such that the 
switching gain of the discontinuous term varies with the 
system error and distance from the sliding surface. This 
controller is called sliding mode controller with time-varying 
switching gain (SMC+TG). In order to improve the dynamic 
response of PMSM drives in [23], a fuzzy SMC (FSMC) is 
proposed. To achieve a compromise between the chattering 
and the reaching time to the sliding surface, a fuzzy system, 
whose output is the switching gain has been designed. In 
[24], to control the speed of the PMSM, an integral SMC 
is considered such that to overcome the chattering, a fuzzy 
controller is embedded in an inner feedback loop to improve 
the control signal. To reduce the torque ripple and at the same 
time improve the robustness of the PMSM drive in [25], an 
adaptive SMC is proposed. The adaptive mechanism is used to 
estimate the lumped uncertainties and consequently mitigates 
the chattering. In [26], by combining the merits of deadbeat 
predictive current control and sliding mode the performance 
and robustness of the PMSM drive have been improved. In 
order to suppress the chattering higher order SMC method 
has been utilized. 

One of the important approaches is comparative studies 
of different controllers for speed control of PMSM drive. 
These studies are vital since they give the specific advantages 
and disadvantages of the controllers. They also determine a 
measure for the strength of the controllers in performance 
and robustness. To this end, [6, 27] have studied the 
comparative analysis between fuzzy logic and PI controllers, 
while [28] compares PI, fuzzy logic and conventional sliding 
mode controllers. With the thorough comparisons in [6], it is 
shown that fuzzy logic controller is not a superior controller 
for all the cases, which is inconsistent with the most of the 
results in the literature due to inadequate comparisons. In 
other words, in some cases PI controller has more enhanced 
speed response. However, the studies in [27, 28] due to using 
inadequate cases are incomplete and do not give a thorough 
comparison between different controllers.          

To our best knowledge, the thorough comparison of 
the PMSM drive behavior under PI controller, SMC and 
its advanced counterparts have not been considered, yet. 
Here, we consider PI controller, SMC, FSMC and SMC+TG 
in speed control loop. Selecting the parameters values of a 
controller highly affects its behavior. Therefore, in order to 
present a common method to select the parameters values 
of the controllers and at the same time to provide a fair 
framework to compare these four controllers under different 

situations, in this paper, an optimization method is proposed. 
Since the objective of speed control loop is to reach the 
desired speed effectively, here we consider integral absolute 
speed tracking error as the cost function. The optimization 
problem is to determine the unknown parameters of the 
each controller by minimizing this cost function. However, 
the present optimization problem is highly nonlinear and 
therefore a closed-form solution cannot be obtained. Thus, 
the meta-heuristic methods are considered to solve this 
highly nonlinear optimization problem. In this paper, particle 
swarm optimization (PSO) and gray wolf optimization 
(GWO) algorithms as two successful algorithms in recent 
applications are considered. The proposed framework not 
only derives the unknown parameters of the controllers but 
also guarantees the optimality of the controllers based on the 
stated cost function. Meanwhile, it provides a fair background 
to compare these four controllers in terms of performance 
and robustness. Afterwards, the performance of the proposed 
optimal controllers is compared using different criteria. 
Besides, the robustness of them is studied under different 
uncertainties such as changing in reference speed, parametric 
changes and the presence of unknown load torque. Simulation 
results demonstrate that a single controller cannot offer the 
best performance for all conditions. However, optimal SMC, 
optimal FSMC and optimal SMC+TG can achieve the superior 
robustness in the presence of uncertainties in comparison to 
optimal PI controller. Nonetheless, again none of these four 
optimal controllers wins the best robustness in all conditions 
and based on the kind of uncertainty one controller leads the 
way.

The paper is organized as follows: In Section 2, the 
PMSM model is introduced in the d-q reference frame, SMC, 
SMC+TG and FSMC are introduced. Meanwhile, the PSO 
and GWO algorithms are briefly described. The proposed 
optimization framework is stated in Section 3. In Section 4, 
the simulation results are studied and a thorough comparison 
of the proposed optimal controllers in terms of performance 
and robustness are accomplished. Finally, Section 5 concludes 
the paper with the key points of the proposed comparative 
method discussed.

2. Preliminaries and controllers
2.1. Model of PMSM

The mathematical model for surface PMSM in the rotating 
d-q reference frame is as follows ([22, 29]): 
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where d
v , q

v , d
i and q

i are voltages and currents of stator 
in d and q directions respectively. s

R ,L , 
e

w  and mg
f  are 

respectively the stator resistance, stator inductance, electrical 
angular speed and flux linkage of permanent magnet. 
Electromagnetic torque, external load torque, number of pole 
pairs, the moment of inertia and viscous friction coefficient 
are represented by 

e
T , 

L
T , p , 

m
J  and 

v
B , respectively. In this 

paper, the block diagram in Fig. 1 is considered to control the 
speed of PMSM called FOC [1-3]. 

As can be seen from Fig. 1, there are two control loops for 
d-axis and q-axis currents and a control loop for the motor 
speed. Reference d-axis current set to zero for maximizing 
torque. In this paper, sine pulse width modulation (SPWM) 
is considered to generate the gate signals for inverter. The 
current loops are related to the electrical part of the motor 
and the speed loop is associated to the mechanical part.

2.2. Sliding mode controller (SMC)
Sliding mode controller drives the states of a system to 

a specific surface called sliding surface, and when the states 
reach the sliding surface, keeps them near this surface. Thus, 
design of the SMC consists of two steps; the first step is the 
design of sliding surface, and the second step is to derive a 
control law that leads the states of the system to the sliding 
surface [30]. Consider the following theorem [22, 31].

Theorem 1. Consider the PMSM model in , if *
q
i  in Fig.1 

is selected as follows
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where 
c

k  is a positive constant, then the motor 
electrical angular speed (

e
w ) tends the desired speed  

( ref
w ) asymptotically by considering 
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as the 

sliding surface.  
Remark 1. The discontinuous term sgn( )

c
k s

 
is able to 

lead the state trajectories to the sliding surface and guarantees 
robustness of SMC. However, it causes the harmful 
phenomenon called chattering [21]. 

 
2.3. Sliding mode controller with time-varying switching 
gain (SMC+TG)

To mitigate the chattering, while maintaining desirable 
tracking a new reaching law is proposed by modification of 
. Now, the following theorem is concluded from the results 
in [22].

Theorem 2. Consider the PMSM model in , if *
q
i  in Fig.1 

is selected as follows
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where 0
t

k > , 0d > , 0 1e< < , then the motor electrical 
angular speed ( e

w ) reaches to an arbitrarily neighborhood of 
the desired speed ( ref

w ) by considering 
ref e

s e w w= = -

 
as the 

sliding surface.
Remark 2. In Theorem 2, if | |s  increases, i.e., when the 

states are far from the sliding surface, the switching gain 
converges to t

k

e
, which is greater than 

t
k

 
and thus the reaching 

time is decreased. As | |s  decreases, then the switching gain 
will converge to | |

1 | |
t

k e

e+
, so with approaching the sliding surface 

and decreasing | |e , the value of the switching gain also 
converges to zero, and chattering is alleviated, effectively.

2.4. Fuzzy sliding mode controller (FSMC)
Fuzzy set theory was presented in 1965 by Lotfi Zadeh and 

 
Fig. 1. Control scheme for the speed control of PMSM 
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has been used in many areas such as control, communication, 
production of integrated circuits, medical and psychological 
fields [32]. One of the most important applications of fuzzy 
logic has been in the field of control [15]. Fuzzy systems are 
knowledge-based or rule-based systems, so at the beginning 
the suitable If-Then rules should be derived. In order to 
alleviate the chattering, fuzzy logic can be used to derive the 
kc effectively. It is known that if the system trajectory is far 
from the sliding surface, selecting a large value for

 
kc, moves 

system trajectory to the sliding surface quickly. On the other 
hand, to mitigate the chattering, when the system trajectory 
approaches the sliding surface, the value of the kc should 
gradually decreases. This information can be converted into 
If-Then rules.

In this paper, a mamdani fuzzy system is designed to 
determine kc [33]. The singleton fuzzifier, center average 
defuzzifier and product inference engine are considered. The 
input to the fuzzifier is the sliding surface and the output of 
the defuzzifier is kc. The fuzzy rules in the fuzzy rule base are 
considered as follow [33]:

If is NB Then is VH

If is NMThen is H

If is NS Then is L

If is ZO Then is VL

If is PS Then is L

If is PM Then is H

If is PB Then is VH

c

c

c

c

c

c

c

s k

s k

s k

s k

s k

s k

s k
�

where, NB, NM, NS, ZO, PS, PM and PB, respectively, 
denote negative big, negative medium, negative small, zero, 
positive small, positive medium, and positive big for input 
membership functions of the fuzzy system. Meanwhile, VL, 
L, H, and VH, respectively, account for very low, low, high, 
and very high for output membership functions of the fuzzy 
system. 

2.5. Particle swarm optimization (PSO) algorithm
Particle swarm optimization (PSO) algorithm, was 

introduced by Russell Eberhart and James Kennedy [34]. 
They introduced this algorithm with inspiring from some 
of the collective animal behavior. For example for finding 
food, the member who has the best position to the source 
will inform the other members of the group. This exchange of 
information continues until the source of food is found [35]. 
In the PSO algorithm, particle swarm includes n particles 
and the position and speed of each particle are updated as 
follows [36]:
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where k
i

x  and k
i

v  are the position and speed of i -th 
particle at k -th iteration, respectively. k

i
P is the best answer 

of i -th particle, and k
g

P  expresses the best common response 
of all particles. In addition, w  stands for inertia factor; 

1
r  and 

 
represent random numbers in [0,1]; 

1
c and 

2
c determine 

learning rates in the direction of personal best ( )k
i

P  and global 
best ( )k

g
P , respectively. 

2.6. Grey wolf optimization (GWO) algorithm 
Gray wolf optimization (GWO) algorithm was introduced 

in 2014 [37]. This algorithm is inspired by the group life of 
gray wolves. Wolves belonging to a group are sorted in order 
of importance: alpha, beta, delta and omega. To model the 
hunting process, it is assumed that the answer to the problem 
is the position of the prey, and the best option for solving 
the problem are, the alpha, beta and delta particles, which 
represent the alpha, beta and delta wolves respectively. Omega 
particles, as the representative of omega wolves, are the last 
option to solve the problem. For modeling hunting operations 
in mathematical form, the following equations are introduced:
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where, t  indicates the current iteration, | |×  is absolute 
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 indicate position vector of the prey 
and a gray wolf, respectively at t-th iteration, respectively. 
Meanwhile, A
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 and C
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 are coefficient vectors calculated as 
follows:
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where 1
r  and 2

r  represent random numbers in [0,1] and 
a
  linearly decreases from 2 to zero during the iterations. 

From (6), the position of the prey should be known, however, 
accurate information on the prey position is not available. 
Therefore, the following equations are used to indicate the 
mathematical model of hunting in general terms.

1

2 3

. ,

. , .

D C X X D

C X X D C X X
a a b

b d d

= - =

- = -

    

        �  (9)

11 2

2 3 3

.( ),

.( ), .( )

X X A D X

X A D X X A D
a a

b b d d

= - =

- = -


   

 
      \* �  (10)

1 2 3( 1)
3

X X X
X t

+ +
+ =

  



 \* � (11)



175

F. Khorsand et al., AUT J. Elec. Eng., 51(2) (2019) 171-186, DOI: ﻿ 10.22060/eej.2019.16219.5278

where, Xa



, Xb



, Xd



 and X


 indicate the position vector of 
the alpha, beta, delta wolves and estimate of prey, respectively.

3. Proposed comparative method
Consider the block diagram in Fig. 1 to control the speed 

of PMSM. Generally, the time constant of the electrical part 
is much smaller than the mechanical part. Thus, for the fast 
current loops the conventional PI controller is considered. 
However, PI controller, SMC, SMC+TG and FSMC are 
proposed for the mechanical part, i.e., the speed controller in 
Fig. 1. Therefore, four different scenarios are considered: 

Scenario I. The controllers for speed and currents are PI. 
Each PI controller has two parameters and thus, we have six 
parameters to be tuned. 

Scenario II. The controller for speed is SMC and the PI 
controller is used for the currents. Based on discussions 
in Subsection 2.2, SMC has just one parameter and each 
PI controller contains two parameters, thus we have five 
parameters to be tuned. 

Scenario III. The controller for speed is considered to be 
FSMC and the PI controller is used for currents. For fuzzy 
rules as discussed in Subsection 2.4 it is assumed that the 
center of each output membership function is unknown and 
thus, FSMC has four parameters to be tuned. Meanwhile, 
each PI controller in current loops has two parameters. Thus, 
totally in the third scenario we have eight parameters to be 
tuned. 

Scenario IV. The speed controller is SMC+TG and again 
the PI controller is used for currents. Based on discussions 
in Subsection 2.3, SMC+TG has three parameters which by 
adding four parameters of the PI controllers we totally have 
seven parameters to be tuned. 

Parameters of the controllers have deep influence in their 
ability for performance and robustness. One may choose 
parameters by trial and error, however; this is not only a 
difficult task but also does not provide a fair framework to 
compare the performance and robustness of the controllers. 
In this paper, in order to have a fair framework for comparing 
the performance and robustness of the PI controller, SMC, 
SMC+TG and FSMC and at the same time derive the sub-
optimal parameters of the controllers, for each controller the 
following optimization problem is considered:

Controller Controller 0
Parameters Parameters

min min ( )IAE e t dt
¥

= ò  �  (12)

where ( )e t  is the speed tracking error and IAE stands 
for integral absolute speed tracking error. Thus, minimizing 
IAE leads to minimizing the speed tracking error, which is 
the ultimate goal for controller design. Considering (12) , this 
is a highly nonlinear optimization problem, which cannot be 
easily solved and does not have a closed-form solution. It has 
been shown in recent years that meta-heuristic optimization 
methods are useful and effective in solving nonlinear 
optimization problems [38]. From (6), the position, PSO 

and GWO algorithms discussed in Subsections 2.5 and 2.6, 
respectively as two effective methods are utilized. 

The remaining of the paper is summarized as follows: 
In Section 4, thorough comparative studies of the proposed 
scenarios under proposed fair framework are accomplished. 
In Subsection 4.1, the optimization problem (12)  is solved for 
each scenario using PSO and GWO algorithms for the desired 
speed 1000rpm. For the proceeding analyses, the best solution 
derived from these two algorithms will be considered as the 
controllers’ parameters. In Subsection 4.2, based on chosen 
solutions the performance of the proposed scenarios is studied 
using different criteria. Subsection 4.3, studies the robustness 
of the proposed scenarios under different uncertainties. 

4. Thorough comparative analysis of the proposed scenarios  
4.1. Choosing the optimization algorithm 

Here, to solve the optimization problem in (12), PSO and 
GWO algorithms are considered. The best solution derived 
from these two algorithms will be used as the controllers’ 
parameters for the proceeding analyses. For simulation and 
without loss of generality the desired initial speed of the 
motor is considered at 1000rpm. For both algorithms, the 
number of iterations and the number of particles/number 
of grey wolves are considered 40 and 20, respectively. The 
parameters of the PMSM for the simulations and parameters 
of the PSO algorithm are listed in Tables 1 and 2, respectively. 

By applying the proposed comparative method described 
in Section 3, the sub-optimal control parameters for scenarios 
I-IV are respectively shown in Tables 3-6. In these tables, 

s
kp , 

d
kp and 

q
kp are the proportional parameters of the PI 

controllers in speed, d-axis current and q-axis current control 
loops, respectively. Meanwhile, the integral parameters of 
the PI controllers in speed, q-axis current and d-axis current 
control loops are respectively 

s
ki , 

q
ki , 

d
ki . In order to put the 

proposed method into a challenging experiment, the range of 

 

 
Table 1. Parameters of PMSM [22] 
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Table 1. Parameters of PMSM [22]

 
Table 2. PSO Parameters [39] 
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Table 2. PSO Parameters [39]
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variations of the PI parameters for currents control is selected 
in [0,20] for all scenarios. For other control parameters in 
scenarios I-IV, the ranges of variations are considered as 
follows:

Scenario I. The range of variations of PI parameters in 
speed control loop, are selected in [0,20].

Scenario II. The range of variations for kc the parameter of 
SMC is considered in [0,20].

Scenario III. The range of variations for kc in scenario II 
([0,20]), is divided to four parts such that each part belongs 
to an output membership function of the fuzzy system. So the 
range of variations for centerVL, centerL, centerH, and centerVH 
which are centers of output membership functions (VL, L, H 
and VH), are respectively chosen in [0,5], [5,10], [10,15] and 
[15,20]. Indeed, the value of kc in scenario III is not constant 
and FSMC is allowed to select any values in [0,20] for kc. The 
input membership functions of the fuzzy system are depicted 
in Fig. 2.

Scenario IV. The range of variations for kt is considered in 
[0,20], just like kc. Accordance to Subsection 2.3, since 0d >  
and  0 1e< < , the range of variations for d  and e  are 
selected in [0,20] and [0,1], respectively.

The Convergence curves of PSO and GWO algorithms in 
solving optimization problem (12) using the four controllers 
i.e., PI controller, SMC, FSMC and SMC+TG in speed control 
loop (scenarios I-IV) are respectively demonstrated in Figs. 
3-6.

To select the results derived by PSO or GWO algorithms, 
the values of IAE cost function for PSO and GWO algorithms 
are listed in Table 7. Considering Figs. 3-6 and Table 7, it can 
be concluded that using each of the four controllers in the 
speed control loop, the values ​​of IAE cost function obtained 
by PSO and GWO algorithms are very close. This verifies that 
optimization has been correctly converged. Therefore, in order 
to check the performance and robustness of the four speed 
controllers (i.e., four scenarios), the two classes of parameters 
derived from PSO and GWO algorithms, respectively can be 
used. However, the values ​​recorded for the IAE cost function 
in Table 7 indicate that the GWO algorithm has been more 
successful in reducing the value of the cost function. In 
addition, Figs. 3-6 reflect that GWO algorithm has converged 
faster than PSO algorithm. Therefore, the parameters 
extracted by GWO algorithm are used for proceeding studies.

4.2. Performance Analysis
Based on the discussions in Subsection 4.1, the sub-

optimal parameters recorded in Tables 3-6 that are derived 
by the GWO algorithm, are used to evaluate the performance 
of the PMSM drive system. Figs. 7-9 respectively demonstrate 
speed, reference q-axis current and electromagnetic torque for 
all scenarios. The characteristics of the speed curve including: 
settling time (Ts), rise time (Tr), percentage of maximum 
overshoot (%Os) and absolute steady-state error (|ess|) are 
shown in Table 8. It should be noted that the values recorded 
for Tr and Ts for all the tables presented in this paper are in 
milliseconds (msec). Besides, IAC
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Table 4. Sub-optimal values of the parameters for the controllers in scenario II 
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  Table 5. Sub-optimal values of the parameters for the controllers in scenario III 
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  Table 6. Sub-optimal values of the parameters for the controllers in scenario IV 
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Table 3. Sub-optimal values of the parameters for the controllers 
in scenario I

Table 4. Sub-optimal values of the parameters for the controllers 
in scenario II

Table 5. Sub-optimal values of the parameters for the controllers 
in scenario III

Table 6. Sub-optimal values of the parameters for the controllers 
in scenario IV
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calculate Ts.
The results of Table 8 show that when the PI controller in 

speed control loop is replaced by SMC, FSMC and SMC+TG 

(i.e., using scenarios II-IV instead of scenario I), it causes 
to increase in Tr, Ts, %Os and IAC and it just decreases |ess|. 
Therefore, one cannot claim that PI controller has worse 

 
Fig. 2. Input membership functions of the fuzzy system. 

  

Fig. 2. Input membership functions of the fuzzy system.
 

 
Fig. 3. Convergence curves of PSO and GWO algorithms by considering the PI controller in the speed control loop  

(Scenario I) 

  

 
Fig. 4. Convergence curves of PSO and GWO algorithms by considering the SMC in the speed control loop  

(Scenario II) 

  

 
Fig. 5. Convergence curves of PSO and GWO algorithms by considering the FSMC in the speed control loop  

(Scenario III) 

  

 
Fig. 6. Convergence curves of PSO and GWO algorithms by considering the SMC+TG in the speed control loop  

(Scenario IV) 

  

 Fig. 3. Convergence curves of PSO and GWO algorithms by
considering the PI controller in the speed control loop

(Scenario I)

 Fig. 4. Convergence curves of PSO and GWO algorithms by
considering the SMC in the speed control loop

(Scenario II)

 Fig. 5. Convergence curves of PSO and GWO algorithms by
considering the FSMC in the speed control loop

(Scenario III)

 Fig. 6. Convergence curves of PSO and GWO algorithms by
considering the SMC+TG in the speed control loop

(Scenario IV)
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performance than SMC and its advanced counterparts. To 
select the superior controller between SMC, FSMC and 
SMC+TG, we review the values recorded for these three 
controllers in Table 8 and the results in Figs. 7-9. The main 
drawback of the SMC is the occurrence of the chattering 
phenomenon that is shown clearly in Figs. 7-9. To reduce this 
harmful phenomenon, FSMC is used instead of SMC in the 
speed control loop. Regarding the values ​​recorded in Table 
8, when SMC is replaced by FSMC, it causes to increase in 
Tr and |ess|, but FSMC has managed to reduce Ts and %Os, 
and especially the amount of control effort. Meanwhile, Figs. 
7-9 demonstrate that chattering has diminished dramatically. 

Thus, FSMC is a good alternative to SMC in the speed control 
loop.

In order to further reduce chattering, FSMC is replaced by 
SMC+TG in the speed control loop. Table 8 shows that this 
replacement results in increasing of Ts and %Os, and in contrast, 
results in decreasing Tr, |ess| and IAC. However, the most 
important advantage of SMC+TG is the complete elimination 
of chattering. In order to have a better comparison between 
scenarios II-IV, based on Fig. 8 which has been appropriately 
magnified, it can be deduced that for the SMC+TG chattering 
starts at 4.98msec and completely restrains at 28msec. For 
the FSMC, chattering starts at 6.603msec and at 15.449msec 

Table 7. The values of IAE cost function for all the four scenarios based on PSO and GWO algorithms 

 

  

Table 7. The values of IAE cost function for all the four scenarios based on PSO and GWO algorithms

 
Fig. 7. Reference and actual speed for all scenarios 

  

Fig. 7. Reference and actual speed for all scenarios
 

 

 
 

 

 

 

 

 

 

 

 

Fig. 8. Reference q-axis current (control signal) for all scenarios 

  

Fig. 8. Reference q-axis current (control signal) for all scenarios
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declines significantly but is not fully restrained and for the 
SMC, chattering starts at 6.586msec and it never stops. The 
electromagnetic torque plots for all four scenarios are depicted 
in Fig. 9. In this Figure, the chattering effect is observed as 
permanent fluctuations for SMC and FSMC. Consequently, 
by ignoring the slight increase in Ts and %Os, SMC+TG is 
selected as a suitable alternative for FSMC.

Remark 3. As a conclusion of this subsection, scenarios 

 

 

 
Fig. 9. Electromagnetic torque for all scenarios 

  

II-IV do not have significant superiority than scenario I. 
Scenarios II-IV are able to reach to a better |ess|, while scenario 
I has fastest response while using minimum control effort. 

4.3. Robustness analysis
In subsection 4.2, no uncertainty has been considered, 

however the PMSM drive suffers from different kinds of 
uncertainties. To have a thorough comparative analysis the 

Fig. 9. Electromagnetic torque for all scenarios

 

Table 8. Characteristics of the speed response and IAC criterion for all scenarios 

 

  

 
Fig. 10. Reference and actual speed for all scenarios with the change of reference input 

  

Table 8. Characteristics of the speed response and IAC criterion for all scenarios

Fig. 10. Reference and actual speed for all scenarios with the change of reference input
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robustness of the controllers should also be studied under 
different uncertainties. The uncertainties studied in this paper 
include; changing the reference speed, adding external load 
torque and changing in system inertia that are defined in 
subsection 4.3.1, 4.3.2 and 4.3.3, respectively.

4.3.1. Changes in reference speed
To evaluate the ability of each scenario to track different 

reference speeds two different conditions are considered.

A. Condition One
The speed at 0.05sec is decreased from 1000rpm to 

200rpm and is increased from 200rpm to 1000rpm at 0.2sec. 
In Fig. 10, the speed response is plotted for each of the four 
scenarios, revealing that each of the four scenarios has 
succeeded in coping with changes in the desired speed. The 
characteristics of the speed response at 0.05sec and 0.2sec 
are shown in Tables 9 and 10, respectively. It should be noted 
that %Us in Table 9 denotes the percentage of maximum 
undershoot and 2% criterion is used to calculate Ts in Tables 9 
and 10. Meanwhile, |ess| in Table 9 is the absolute steady state 
error between the actual speed and 200rpm while in Table 10 
it denotes the absolute steady state error between actual speed 
and 1000rpm.

At the beginning, the performance of the PMSM drive 
under three sliding mode controllers (scenarios II-IV) is 
studied. By comparing the results recorded in Tables 9 and 
10, it can be concluded that when SMC is replaced by FSMC, 
it causes to increase in Tr, but instead, it decreases Ts, %Os, 

%Us and |ess|. Besides, Fig. 10 indicates a sharp decrease in 
oscillations of the speed response. The above discussions are 
sufficient reasons for advantage of FSMC over SMC.

Based on Tables 9 and 10, by replacement of FSMC with 
SMC+TG in the speed control loop, Ts, %Os, %Us are increased 
and Tr and |ess| are decreased. Meanwhile, the oscillations in 
speed response are totally restrained according to Fig. 10. 
Considering the importance of the ability of the controller 
to remove oscillations in motor speed, as well as tracking 
the desired speed more accurately it can be concluded that 
SMC+TG is an appropriate alternative to FSMC.

In the case of scenario I, from the results in Table 9 it can 
be concluded that PI controller than other speed controllers 
has gained better results in Tr, Ts and %Us and only has 
not been able to achieve the best result in reducing the 
amount of |ess|. Besides, recorded results in Table 10 shows 
that PI controller (scenario I) decreases Ts, %Os and |ess| in 
comparison to scenarios II-IV and only in comparison to 
scenario IV increases Tr.

B. Condition Two
The speed at 0.05sec is increased from 1000rpm to 

1800rpm and is decreased from 1800rpm to 1000rpm at 
0.2sec. Fig. 11, shows the speed response of the motor for 
all scenarios. Like the condition one, each of the four speed 
controllers has succeeded in tracking the reference speed 
despite changing in operating point. The characteristics of 
the speed curve at 0.05sec and 0.2sec are shown in Tables 11 
and 12, respectively. As can be seen from Fig. 11 the speed 

 

Table 9. Characteristics of the speed response for all scenarios in tracking 200rpm  

(changing desired speed from 1000rpm to 200rpm) 

 

 

 

  

Table 9. Characteristics of the speed response for all scenarios in tracking 200rpm
(changing desired speed from 1000rpm to 200rpm)

Table 10. Characteristics of the speed response for all scenarios in tracking 1000rpm 

(changing desired speed from 200rpm to 1000rpm) 

 

 

  

Table 10. Characteristics of the speed response for all scenarios in tracking 1000rpm
(changing desired speed from 200rpm to 1000rpm)
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response using PI controller at 0.05sec is over-damped and 
thus the time required for the response to rise from 10% to 
90% of its final value is considered as Tr. It should be noted 
in Tables 11 and 12, 2% criterion is used to calculate Ts. 
Furthermore, |ess| in Table 11 is the absolute steady state error 
between the actual speed and 1800rpm while in Table 12 it 
denotes the absolute steady state error between actual speed 
and 1000rpm.  

At the beginning, the performance of the PMSM drive 
using three sliding mode controllers (scenarios II-IV) is 
compared. 

Tables 11 and 12 show that when SMC is replaced by 
FSMC in the speed control loop, it causes to increase in Tr, but 
it decreases Ts, %Os, %Us and |ess|, also from Fig. 11 it is clear 

that the undesired fluctuations of speed response is decreased. 
According to this discussion, FSMC is preferable to SMC.

The results recorded in Tables 11 and 12 indicate that 
replacing FSMC by SMC+TG in the speed control loop 
increases Ts, %Os and %Us, but decreases Tr and |ess|. 
Furthermore, the oscillations in speed response in Fig. 11 
have completely diminished that is desirable. Therefore, it is 
better to replace FSMC with SMC+TG.

At the end, we look at the PI controller (scenario I). 
The recorded results in Table 11 for Tr, Ts and %Os shows 
the scenario I has gained the most favorable values than the 
others. However, scenario I is not able to reduce error as 
much as the scenarios III and IV. Besides, Tables 12 shows 
scenario I compared to scenarios II-IV decreases Ts, and 

 
Fig. 11. Reference and actual speed for all scenarios with the change of reference input 

  

Fig. 11. Reference and actual speed for all scenarios with the change of reference input

Table 11. Characteristics of the speed response for all scenarios in tracking 1800rpm 
(changing desired speed from 1000rpm to 1800rpm) 

 
  

Table 11. Characteristics of the speed response for all scenarios in tracking 1800rpm
(changing desired speed from 1000rpm to 1800rpm)

Table 12. Characteristics of the speed response for all scenarios in tracking 1000rpm 
(changing desired speed from 1800rpm to 1000rpm) 

 

  

Table 12. Characteristics of the speed response for all scenarios in tracking 1000rpm
(changing desired speed from 1800rpm to 1000rpm)
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%Us but increases |ess|. Meanwhile, in the case of Tr, the 
results recorded in Table 12 show that scenario I compared 
to scenarios II and III decreases Tr, and compared to scenario 
IV increases Tr.

Remark 4. From conditions one and two it can be seen 
that no scenario has the best robust performance considering 
all criteria, but roughly speaking it can be stated that scenario 
I has the best robust performance against changing reference 
speed. It should be noted that among scenarios II-IV, scenario 
IV has the best robust performance, while scenario II has the 
worst.

4.3.2. Adding external load torque
One of the most important uncertainties for the PMSM 

drive is the presence of the external load torque. Here, we 
assume a 4N.m external load torque according to Fig. 12, 
which is applied to the motor at 0.07sec and is taken off at 
0.2sec. It should be noted that the proposed scenarios do not 
know the value of external load torque in advance and the 
value here is just for simulation. Fig. 13 is the speed response 
for all the four scenarios. In order to have better comparison 
Fig. 13 is magnified and depicted in Fig. 14. Besides, the 
reference q-axis current and electromagnetic torque are 
depicted in Figs. 15 and 16, respectively. It can be seen that 
the robust performance of PI controller (scenario I) is too 
poor to be studied. Therefore, the performance of the last 
three scenarios will be studied. The characteristics of speed 
transient response at 0.07sec and IAC criterion for the last 
three scenarios are listed in Table 13. It should be noted that to 
achieve better results to calculate Ts in Table 13, 1% criterion 
is considered. 

Based on Fig. 14 and the values ​​recorded in Table 13 
for scenarios III and IV, it can be deduced that SMC+TG in 
comparison to FSMC reduces %Us, Tr and |ess|, but, increases 
IAC and Ts. From Fig. 14 although FSMC has slightly less 
oscillation than SMC+TG it failed to reach the desired speed. 
However, SMC+TG has been able to meet the desired speed. 
Considering the above reasons SMC+TG is more preferable 
than FSMC. The comparison between scenarios II and IV 
shows that when SMC is replaced with SMC+TG, it increases 
|ess| and Ts, but it decreases Tr, %Us and IAC. Last but not least, 
the use of SMC+TG instead of SMC eliminates the chattering 
and thus eliminates the oscillations and permanent pulses in 
the motor output curves. This is well illustrated in Figs. 14-
16. For these reasons, SMC + TG is also more preferable than 
SMC.

Remark 5. To conclude this Subsection, we can state that 
scenario I is not able to cope with sudden load torque and thus 
has a poor robust performance. On the other hand, scenario 
IV has more preferable robust performance in the presence of 
sudden load torque than scenarios II and III. 

4.3.3 Changes in motor’s inertia
In order to study the robustness of the proposed speed 

controllers against parametric uncertainty, the value of the 
motor’s inertia has been tripled. The speed response, reference 
q-axis current and electromagnetic torque for all scenarios 

are depicted in Figs. 17-19, respectively. Furthermore, the 
characteristics of the speed response and IAC criterion are 
specified in Table 14. It should be noted that to achieve better 
results to calculate Ts in Table 14, 1% criterion is considered.

First, the robust performance of SMC, FSMC and 
SMC+TG is compared and the superior controller is selected. 
In accordance with the values ​​recorded in Table 14, using 

 
Fig. 12. External load torque 

  
 

 
Fig. 13. Reference and actual speed for all scenarios in the presence of load torque. 

  

Fig. 12. External load torque

Fig. 13. Reference and actual speed for all scenarios in the presence 
of load torque.

 

 
Fig. 14. Magnification of Fig. 13 for better comparison 

  

Fig. 14. Magnification of Fig. 13 for better comparison
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FSMC instead of SMC in the speed control loop, increases 
Tr, while decreases Ts, %Os and |ess|. Besides, FSMC is able to 
significantly reduce IAC. On the other hand, from Figs. 17 
and 18 it can be seen that the chattering by using FSMC in 
the speed control loop has been significantly decreased in 
comparison of using SMC. Thus, FSMC can be considered as 
a good alternative to SMC in the speed control loop. Based 

on Table 14, using SMC+TG instead of FSMC increases %Os 
and |ess| but in contrast decreases Tr, Ts and IAC. In addition, 
according to Figs. 17 and 18, FSMC significantly has reduced 
chattering in comparison to SMC but could not completely 
eliminate it, while SMC+TG has fully removed chattering. 
Besides, from Fig. 19 it can be seen that the electromagnetic 
torque oscillations by using FSMC instead of SMC have been 

 

 
Fig. 15. Reference q-axis current for all scenarios in the presence of load torque 

  

Fig. 15. Reference q-axis current for all scenarios in the presence of load torque 

 
Fig. 16. Electromagnetic torque for all scenarios in the presence of load torque 

  

Fig. 16. Electromagnetic torque for all scenarios in the presence of load torque

Table 13. Characteristics of the speed response and IAC criterion for the last three scenarios in the presence of load 

torque 

 

 

  

Table 13. Characteristics of the speed response and IAC criterion for the last three scenarios in the presence of load torque



F. Khorsand et al., AUT J. Elec. Eng., 51(2) (2019) 171-186, DOI: ﻿ 10.22060/eej.2019.16219.5278

184

greatly decreased, while they will be completely removed if 
SMC+TG is utilized. According to the above discussions, 

SMC+TG is more preferable than FSMC, and thus, scenario 
IV wins the race from scenarios II and III.

 
Fig. 17. Reference and actual speed for all scenarios in the presence of inertia change 

  

 

 
Fig.  18. Reference q-axis current for all scenarios in the presence of inertia change 

  

 

 
Fig. 19. Electromagnetic torque for all scenarios in the presence of inertia change 

 

Fig. 17. Reference and actual speed for all scenarios in the presence of inertia change

Fig.  18. Reference q-axis current for all scenarios in the presence of inertia change

Fig. 19. Electromagnetic torque for all scenarios in the presence of inertia change
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Now, we compare scenarios I and IV. From Table 14, it 
can be seen that using SMC+TG instead of PI controller 
increases %Os, but causes significant reduction in |ess| and Ts. 
Meanwhile, a decrease happens in Tr and IAC. In addition, 
Fig. 17 shows that when the PI controller is included in the 
speed control loop, tracking of the desired speed is poor and 
very slow which is not acceptable in accurate applications. 
Therefore, PI controller cannot provide the main purpose 
of the system, which is following the desired speed with the 
lowest error possible. Thus, we can conclude that scenario IV 
has the best robust performance between all scenarios in the 
presence of inertia change.

Remark 6. As a conclusion in inertia change, it can be 
seen that the scenario I does not have satisfactory robust 
performance in accurate applications. It is noteworthy that 
scenario III has better robust performance and mitigating 
chattering than scenario II. However, scenario IV has the best 
robust performance while removing chattering effectively. 

Remark 7. Based on Theorems 1 and 2 in Subsections 
2.2 and 2.3 the closed-loop nominal stability is guaranteed 
for SMC , FSMC and SMC+TG if the constants kc, kt and d  
are considered positive and 0 1e< < . These constraints are 
all satisfied by considering the search intervals proposed in 
Subsection 4.1. Besides, in order to guarantee robust stability, 
the upper bounds for these parameters are chosen to give 
the controllers enough robustness. It should be noted that if 
the uncertainties become larger the upper bounds should be 
increased. Therefore, the PSO and GWO algorithms search 
the optimal values of the parameters in the region of stability, 
which can guarantee both nominal and robust stability. 
However, for PI controller since we have a highly nonlinear 
system, finding the region of stability is a difficult task. In this 
paper, the search interval for PI controllers is obtained by 
some trial and error procedure.

5. Conclusion
In this paper, operation of the permanent magnet 

synchronous motor (PMSM) drive has been studied by 
applying four different speed controllers in field oriented 
control (FOC) method. These four controllers are: 
proportional-integral (PI) controller, sliding mode controller 
(SMC), fuzzy sliding mode controller (FSMC) and sliding 
mode controller with time-varying switching gain (SMC+TG). 

In this paper, in order to fairly compare the performance 
and robustness of these controllers, an optimization 
framework is proposed. The proposed framework defines 
an optimization problem to derive the sub-optimal values 
for the parameters of the controllers. Since the objective is 
tracking a pre-defined reference speed, to drive parameters 
of all four speed controllers, integral absolute speed tracking 
error (IAE) has been considered as a cost function. The 
defined optimization problem is highly nonlinear and cannot 
be easily solved, so particle swarm optimization (PSO) and 
gray wolf optimization (GWO) algorithms have been utilized. 
For a complete comparison of performance and robustness of 
the four scenarios, different situations have been considered 
such as large changes in reference speed, adding external 
load torque and change in system inertia. Simulation results 
indicate that a single controller cannot provide a superior 
speed response for all conditions. Indeed, despite all the 
efforts have been done to replace PI controller with SMC and 
its advanced counterparts, it cannot be stated that the sliding 
mode controllers behave better than the PI controller in all 
conditions.
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