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ABSTRACT: Fatigue and drowsiness are the major factors contributing to accidents worldwide. 
According to statistics, 20 to 40 percent of traffic accidents in Iran are due to drivers’ fatigue. This 
study aims to identify the most important variables affecting the occurrence of fatigue and drowsiness 
accidents based on the classification and regression tree (CART) method. At first, 859, 378 police crash 
data of provinces Tehran, Fars, and Mazandaran during seven years (2011-2018) were segmented into 
homogeneous groups using the two-step clustering algorithm. Next, an oversampling technique is applied 
to deal with the crash data imbalance problem. Finally, the classification and regression tree combined 
with the boosting algorithm increases the accuracy of the models. The results of the classification tree 
showed that the main variables affecting the occurrence of fatigue and drowsiness accidents are: road 
type, time of day, road traffic direction, local land use, shoulder type, vehicle type, control type, and 
collision type. Moreover, the road type variable was the only significant factor in residential suburban 
areas of Mazandaran and Fars provinces. Also, the common variable in residential urban areas of all 
three provinces was the time of day. It was concluded that the combination of the CART algorithm 
with oversampling and boosting increased the accuracy of the models. Identifying influential factors in 
fatigue and drowsiness accidents in the three mentioned provinces could improve the engineering and 
executive interactions and appropriate educational programs.
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1- Introduction
The human factor accounts for 90% of traffic accidents 

in Iran [1, 2]. Drowsiness is the second most important 
cause of accidents after alcohol consumption [3], which has 
caused safety problems worldwide [4]. It was estimated that 
fatigue and drowsiness-related accidents account for 20% of 
all accidents in the world [5]. A nationwide Canadian survey 
found that more than half of drivers have driven under fatigue 
conditions, and one in five Canadian drivers claimed they had 
fallen asleep while driving at least once in the past 12 months 
[6]. Besides, 35,000 (9%) French drivers have reported that 
they are forced to stop driving at least once a month due to 
drowsiness [7]. 

Numerous studies have been conducted on fatigue and 
drowsiness worldwide. For example, 4-year traffic accidents 
data in china (2006-2010) indicated that male drivers, truck 
drivers have a high risk of driving fatigue behavior. Midnight 
to dawn and during busy hours, driving on streets without 
night lighting increases the incidence of fatigue-related 
accidents [8]. Since fatigue and drowsiness accidents have 
been demonstrated that are common on high-speed motorway 
driving [9-11], several studies have shown that fatigue-related 

accidents in remote areas and rural areas have a high risk [12, 
13]. Moreover, many drivers have reported experiencing 
drowsiness accidents on low-speed roads, regardless of speed 
zone, any drowsiness accidents occur when commuting from/
to work [14]. Furthermore, a study by Filtness et al. [15] 
indicated that driver drowsiness is not limited to high-speed 
and highway driving and that low-speed drowsiness accidents 
are frequent. For this reason, in this study, the crash data are 
divided into homogeneous clusters based on urban, suburban, 
residential, and non-residential areas and driver gender by 
using two-step clustering.

The regression analyses such as Logit [16, 17] and Probit 
[18, 19] models have been extensively used in traffic crash 
data. In regression modeling, the relationship between the 
dependent variable and the independent variables should be 
defined before the modeling, and if the hypotheses are rejected, 
the model estimation will face a significant error [20]. The 
classification and regression tree (CART) technique, which is 
a non-parametric algorithm, has been used in recent years to 
analyze traffic safety. The CART model is represented by a 
tree structure where each branch of the tree can be composed 
of different combinations of variables [21]. Also, the CART 
model can identify the most important variables and remove 
the least important ones. Since, Breiman [22] suggested the 
combination of the CART model with boosting algorithm *Corresponding author’s email: alitavakoli@iust.ac.ir 
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increases the accuracy of the models, this combination is 
used in the current study. The classification algorithms only 
work well if the data are balanced. That is to say, the number 
of instances of different classes is the same. Traffic crash 
data are usually imbalanced. If the modeling is done with 
imbalanced data, it makes the accuracy of the minority class 
model difficult to compare with the accuracy of the majority 
class model, and also if this model is not correct in reality [23, 
24]. In this study, the resampling technique is used to deal 
with data imbalance problem.

 A review of the literature reveals that various factors, 
including human, vehicle, road, and environment can affect 
occurring of fatigue and drowsiness accidents. Therefore, the 
current study aimed to use the classification and regression 
tree (CART) method in combination with cluster analysis, 
imbalance dataset and boosting algorithm to investigate the 
important factors affecting the occurrence of fatigue and 
drowsiness accidents in three provinces of Iran. Since similar 
crashes are grouped into separate clusters by their levels 
of contributory factors, priority safety countermeasures, 
educational programs, and enforcement measures can be 
tailored to each cluster. The rest of this paper is organized as 
follows: The two-step, Oversampling, CART, and Boosting 
methods are explained in Section 2. Section 3 introduces the 
case study, and Section 4 conclusions are presented.

2- Method
In this study, classification and regression trees were 

used to identify the most important variables affecting the 
occurrence of fatigue and drowsiness accidents in three 
provinces of Iran. This section provides a summary of this 
model. A data mining framework is presented in Fig. 1.

As shown in this figure, first of all, the two-step clustering 
was used to divide data into homogeneous clusters. Then, 
the over-sampling method was used to treat the imbalanced 

structure of the dataset and investigate whether the accuracy 
of CART models could be improved using the amplification 
algorithm.

2- 1- Two-step clustering
The first step is to divide the crash data into homogeneous 

groups based on traffic parameters. In this study, the two-step 
clustering method was selected [25]. Which could be used for 
very large databases. It is the only algorithm that allows the 
examination of continuous and discrete variables. In addition, 
this method allows determining the number of clusters by 
setting the max and min amount. The two-step clustering 
algorithm consists of two steps. The first step is pre-clustering 
all the identified similar records as primary clusters. The 
primary clusters in the first step are used as input to the 
second step. In the second step, a hierarchical algorithm based 
on the log-likelihood distance measure is used to cluster the 
primary clusters that are the output of the previous step and 
place similar observations in the same cluster. To calculate 
the log-likelihood value, it is assumed that all variables are 
independent and that continuous variables follow a normal 
distribution and the stratified variables follow a polynomial 
distribution. One feature of the hierarchical clustering method 
is that it generates several solutions with a different number 
of clusters in a single run, which allows the researcher to 
discover a wide range of solutions with a different number 
of clusters [26]. The Bayesian Information Criterion (BIC) is 
calculated for any potential number of clusters.
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Where LL(k) is a log-likelihood function with K clusters, 

 
 

Fig. 1. A data mining framework. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. A data mining framework.
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r(k) is the number of independent parameters, and N is the 
total number of records in the database.

Using the “change ratio” in the BIC, an initial estimate 
of the number of suitable clusters is made for each merge 
compared to the first merge. It is assumed that dBIC(J) be 
the difference between two models with j and (j+1) clusters 
(dBIC(J) = BIC(J) - BIC(J+1)). Then, the “change ratio” for 
model j will be equal to: (1) ( ) 2 ( ) ( ) log( )BIC J LL K r k N    
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If dBIC(1) <0, then the number of clusters is considered 
equal to 1 and the next step is omitted. Otherwise, the initial 
estimate for the number of clusters k is equal to the lowest 
number for which R1(J) <0.04.

In the second step, the largest relative increase in the 
distance between two close clusters is detected for different 
solutions, and it is used to accurately make the initial estimate 
of the number of clusters. This is expressed as follows:
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Among the R2 values, two higher values are determined. 
If the maximum value is more than 1.15 times the second 
value, then the model with the highest R2 value is selected 
as the optimal number of clusters. Otherwise, among the two 
models with the highest R2 value, the model with the highest 
number of clusters is selected as the optimal model [27].

2- 2- Data Imbalance Treatment
An imbalanced database is one where there is a significant 

difference between the numbers of samples belonging to 
different classes. If the modeling is done with unbalanced 
data, the accuracy of the minority class model can hardly be 
compared with that of the majority class model and this model 
is not correct [23, 24]. Resampling is one of the most widely 
used methods to solve the class imbalance problem [28]. It 
changes the class distribution of samples so that minority 
classes appear more prominently in the training dataset. The 
data balancing technique applies to the training data (70% of 
data).

The oversampling method was used to solve the data 
imbalance problem because the crash database used in this 
study has imbalanced classes and the percentage of accidents 
caused by fatigue and drowsiness are 8%, 2.9%, and 2.35% 
and the percentage of driver fatalities is 0.1%, 0.57% and 
0.32% from Tehran, Fars, and Mazandaran provinces. 
The oversampling method acts in a way that if the number 
of classes were C and sort the classes in ascending order 
according to the sample size (e.g., n1≤n2≤⋯<nC) where nC is 
the sample size of the majority class, in the oversampling 
method, the class 1 to C-1 samples randomly reach the 

number of majority class (nC) samples by the substitution. It 
should be noted that during the sampling, different ratios can 
be tested because the number of samples in each class need 
not be the same.

2- 3- Classification and Regression Tree (CART)
In the current study, a common method in data mining 

called classification and regression tree (CART) was used 
to identify the factors affecting the occurrence of fatigue 
and drowsiness accidents in each cluster. This method was 
developed by Breiman et al. (1984) [29]. Forming a decision 
tree with binary divisions is also designed for quantitative 
and qualitative variables. Before the development of the 
CART model, as Breiman et al. (1984) [29] suggested, part of 
the data should be randomly assigned to training (70%) and 
another part to testing (30%).

The CART model starts by examining a variable in the 
first step by separating the data set at the root node. The 
training data is divided into two child nodes and each child 
node is then divided into two grandchild nodes, respectively. 
Also, the CART algorithm tries to divide each parent node 
into two homogeneous child nodes in which all the existing 
records belong to a specific category. The data in each sub-
node is more homogeneous than the previous node. If the 
nodes created are homogeneous enough, the branching will 
stop and they will be the final node or leaf.

To separate each node into two subgroups, the Gini index 
is used, which is one of the most common indices, and is 
defined as follows:
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Where J is the number of target variables, π(j) is the initial 
probability of category J, Nj(m) is the number of observations 
of category J in node m, Nj is the total number of observations 
in class J of the root node. p(j|m) is the probability that 
the observations of category J are in class m [30]. If all 
observations in a node are of the same category, Gini(m) is 
zero and represents the highest purity in the node. However, 
the maximum value of Gini(m) is obtained when all the 
observations are present in the same proportion in the node. 
The Gini index in each node is calculated for all variables 
and the variable is selected as the splitting variable when the 
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minimum Gini value is obtained for the variable.
An important feature of this algorithm is that it tries to 

minimize the tree size while improving the quality of the 
decision. For this purpose, after constructing the tree, the tree 
pruning operation is performed using the misclassification 
cost method, which is calculated according to the following 
equation:
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Where p(t) is the share of observations in the final node 
t of the total observations and T is the number of final nodes 
[30]. One of the most important advantages of the decision 
and regression tree is determining the importance of variables.

The importance of variable X with h levels that intervene 
in the model is defined by the following equation:
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Where C is the class variable (human factor), nxi is the 
number of cases that X=xi, n is the number of total cases, and 
I is the Gini index [31].

2- 4- Boosting
In recent years, much research has been proposed on the 

combination of classifiers to create a final classification. The 
classifier combination methods are called collective learning 
methods, which are usually more accurate than primary 
classifiers.

This study used the combination of CART with boosting. 
Boosting is a hybrid meta-algorithm in the field of machine 
learning that is used to reduce imbalances and variances. In 
particular, one of the problems of trees is the high variance. 
The main reason for this high variance is the hierarchical 
nature of the process, where an error in the top-down division 
is propagated in all of the bottom divisions. Therefore, 
combining decision trees as a weak classifier with boosting 
results is one of the best classifiers [32].

3- Case study
3- 1- Crash data

The data used in the current study were collected from 
the traffic police accident database of provinces Tehran, Fars, 
and Mazandaran of Iran for a period of 7 years (2011-2018). 
The data was recorded by a traffic police officer at the scene 
of the accidents. 

This study aimed to identify the factors affecting the 
occurrence of fatigue and drowsiness accident. In the current 
study, the dependent variable is a human factor, which is a 
binary variable (fatigue and drowsiness, not fatigue and 

drowsiness). Finally, after clearing the database, 647,185 
crash data of Tehran province, 137,455 crash data of Fars 
province, and 74,738 crash data of Mazandaran province 
remained. Based on the objective of this study, 19 independent 
variables were extracted that include general characteristics 
about each accident (such as type of collision, type of vehicle, 
type of road, the direction of road traffic, local land use, type 
of traffic control, weather conditions, time of day, etc.) and 
information about the drivers involved (such as driver age 
and gender, type of license, the status of a seat belt or helmet 
use (restraint use), and severity of driver injury). Table 1 
presents the variables and subsets of each variable used in the 
study by each province.

3- 2- Two-step Clustering
In the first step, the accident clustering was performed 

using all the variables presented in Table 1. The optimal 
cluster number of Tehran, Fars, and Mazandaran provinces 
was k = 4 with the silhouette coefficient of 0.7. If the silhouette 
coefficient for a clustering analysis ranges from 0.51 to 0.7, it 
can be stated that the algorithm was able to discover a “good” 
cluster structure among the data [33]. The clusters were 
characterized by driver gender, area type, and land use. The 
frequency ratio of each subcategory of variables in all four 
clusters by province can be seen in Table 2. In this regard, the 
clusters were named as follows:

The clustering of Tehran province in clusters 1 and 2 is 
similar to clusters 1 and 2 of Fars and Mazandaran provinces. 
However, in cluster 3 of Tehran province, all accidents of 
male drivers occur on suburban roads. Therefore, this cluster 
was designated as “accidents with male drivers on suburban 
roads”. Also, in cluster 4 of Tehran province, 100% of 
accidents occurred in non-residential land uses, and 100% 
of accidents also occurred in urban areas, in addition, the 
gender of 100% of drivers is male. Therefore, this cluster was 
designated as “accidents with male drivers in non-residential 
urban areas”.

3- 3- Data Imbalance Treatment
After grouping the training set into four homogeneous 

clusters, the data balancing was performed using the 
oversampling method. In the first step, the accidents were 
balanced with the human factor of fatigue and drowsiness, 
and in the next step, the drivers’ injuries were also balanced.

3- 4- CART method
Finally, after grouping and balancing the training set, the 

most important independent variables of each cluster were 
identified using the CART model. Fig. 2 shows the percentage 
of fatigue and drowsiness accidents in 

The clusters with the same title are in the provinces. As can 
be seen, the percentage of fatigue and drowsiness accidents in 
female drivers cluster and also in the cluster of accidents with 
male drivers in residential urban areas in Tehran province 
is higher than Fars province that is higher than Mazandaran 
province (Tehran> Fars> Mazandaran). Besides, the 
percentage of fatigue and drowsiness accidents in the cluster 
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Table 1. Variable description.(Continude)

 

Variable Levels Frequency % 
Tehran Fars Mazandaran 

Traffic control 
Other device 
No control 
Unknown 

11.18 
21.81 
29.88 

4.42 
27.91 
42.21 

0.64 
50.8 

21.66 

Collision type 

Fixed object collision 
Collision with motorcycle 

Two vehicle collision 
Running off 
Overturning 

3.81 
21.52 
73.31 

2.8 
4.91 

6.31 
28.22 
57.76 

2.8 
4.91 

6.22 
21.13 
67.7 
1.63 
3.31 

Lighting condition 
Day light 

Dark 
Dusk/dawn 

70.97 
26.19 
2.84 

66.9 
30.16 
2.94 

66.52 
29.02 
4.46 

Time-of-the-day 

24-02 
02-04 
04-06 
06-08 
08-10 
10-12 
12-14 
14-16 
16-18 
18-20 
20-22 
22-24 

4.11 
1.68 
1.09 
5.11 
8.87 

11.22 
12.71 
13.85 
13.25 
12.08 
8.89 
7.42 

4.09 
1.77 
1.03 
4.73 
8.45 
12.3 

13.65 
11.07 
11.26 
12.32 
10.76 
8.55 

3.85 
2.12 
1.21 
4.06 
7.58 
10.9 

14.02 
11.96 
13.15 
13.52 
10.07 
7.55 

Day-of-the-week 

Saturday 
Sunday 
Monday 
Tuesday 

Wednesday 
Thursday 

Friday 

14.34 
14.39 
14.44 
14.51 
14.92 
15.21 
12.19 

14.71 
14.32 
13.96 
14.13 
14.59 
15.52 
12.78 

14.17 
13.34 
13.38 
13.47 
14.81 
16.46 
14.36 

Month-of-year 

April 
May 
June 
July 

August 
September 

October 
November 
December 
January 

February 
March 

6.32 
8.04 
8.43 
8.51 
8.9 

8.89 
8.73 
8.55 
8.29 
8.3 
8.5 

8.54 

8.79 
9.02 
8.7 
8.6 

9.12 
9.57 
8.83 
8.1 

7.59 
7.83 
7.43 
6.43 

10.12 
9.1 

9.34 
9.06 
8.88 
9.44 
7.85 
7.69 
7.53 
7.3 

7.28 
6.4 
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Table 1. Variable description.
 

 
 
 
 
 

 

 

Variable Levels 
Frequency % 

Tehran Fars Mazandaran 

Drivers’ Gender Male 
Female 

88.29 
11.71 

91.26 
8.74 

92.84 
7.16 

Drivers’ Age 
<25 

25-44 
>44 

14.71 
60.48 
24.81 

19.06 
59.79 
21.15 

15.27 
61.4 

23.33 

License type Unlicensed 
Licensed 

99.36 
0.64 

95.85 
4.15 

97.51 
2.49 

Vehicle type 

Auto 
Pick 

Truck/Light 
Truck 

Motorcycle 

74.24 
6.42 
8.39 

 
10.95 

71.27 
7.43 
8.58 

 
12.72 

70.05 
8.94 

10.69 
 

10.22 

Restraint Use 
Used 

Not used 
Unknown 

11 
4.49 

84.51 

8.13 
7.62 

84.25 

9.64 
5.25 

85.11 

Weather condition 

Cloudy 
Rain 
Snow 
Clear 
Fog 

1.55 
2.86 
0.51 

94.87 
0.21 

0.55 
2.08 
0.17 

94.02 
0.19 

6.4 
8.22 
0.44 

84.21 
0.63 

Terrain 
Rolling 
Level 

Mountainous 

0.35 
98.81 
0.84 

1.21 
97.87 
0.92 

0.7 
92.73 
6.56 

Road type 

Freeway 
Highway 

Major Road 
Minor road 
Major street 
Minor street 
Rural road 
Direct road 

1.7 
28.1 
7.7 
1 

55.2 
6.1 
0.1 
0.1 

1.2 
3.7 

18.2 
5.5 

65.6 
4.3 
0.1 
0.5 

0.8 
2.5 

37.8 
10.01 
38.8 
6.56 
1.97 
0.55 

Shoulder type 
Paved 

Stabilized gravel 
None 

2.33 
2.3 

95.37 

9.01 
10.86 
80.13 

10.04 
29.27 
60.69 

Road Configuration 
Two-Way, Not Divided 

Two-Way, Divided 
One-Way 

20.84 
59.01 
20.16 

34.91 
49.41 
15.68 

39.14 
52.42 
8.44 

Land use Non-Residential 
Residential 

21.98 
78.02 

22.07 
77.93 

33.17 
66.84 

Area type Suburban 
Urban 

7.09 
92.91 

23.57 
76.43 

46.96 
53.4 

Traffic control 

Police 
Stop sign 

Right-of-way sign 
Traffic signal 

20.48 
0.99 
0.48 

15.19 

18.85 
1.7 

0.69 
4.22 

14.93 
3.82 
4.46 
3.7 
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of accidents with male drivers in non-residential areas and 
residential suburban areas cluster in Mazandaran province is 
higher than Fars province. In Mazandaran and Fars provinces, 
the frequency percentage of fatigue and drowsiness accidents 
in residential areas of urban and suburban areas is higher than 
the frequency percentage of fatigue and drowsiness accidents 
in non-residential areas. It can be concluded that the incidence 
of fatigue and drowsiness accidents in residential areas are 
higher than that in non-residential areas. As shown in Table 3 
several important variables increased the incidence of fatigue 
and drowsiness accidents in each cluster of provinces and 
the first two variables are more important. First, the most 
important independent variables are described based on the 
decision trees of each cluster.

Cluster 1 (accidents with female drivers): 
In Tehran province, more than 90% of fatigue and 

drowsiness accidents have occurred on freeways.
Also, the probability of fatigue and drowsiness accidents 

on other roads increases between 12 midnight and 6 am. In 
Fars province, more than 90% of fatigue and drowsiness 
accidents have occurred on freeways, highways, and side 
roads, and the probability of fatigue and drowsiness accidents 
on other roads without shoulders is low. In Mazandaran 
province, the occurrence of fatigue and drowsiness accidents 
has intensified on one-way roads. Also, on the roads with 
two-way divided and two-way undivided directions, the 
fatigue and drowsiness accidents in residential land use are 
revealed to be more likely than non-residential land use.

 

 
Fig. 2. The percentage of fatigue and drowsiness accidents in the clusters with the same title in the provinces. 

 Fig. 2. The percentage of fatigue and drowsiness accidents in the clusters with the same title in the provinces.

Table 2. Summary of unilabiate distributions for the variables in each cluster

 

1 THE = Tehran, 2 FRS = Fars, 3 MZN = Mazandaran. 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Variable Level 
Cluster-1 Cluster-2 Cluster-3 Cluster-4 

TEH1 FRS2 MZN3 TEH FRS MZN TEH FRS MZN TEH FRS MZN 
Driver 
gender Female 0 0 0 0 0 100 100 0 0 0 100 0 

 Male 100 100 100 100 100 0 0 100 100 100 0 100 
Area 
type Urban 0 100 40 100 25.7 58.3 96.6 0 0 100 88.2 100 

 Rural 100 0 60 0 74.3 41.7 3.4 100 100 0 11.8 0 
Land use Residential 24.7 100 0 0 0 68.2 83.6 100 100 100 85.2 100 

 Non-
Residential 75.3 0 100 100 100 31.8 16.4 0 0 0 14.8 0 
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Cluster 2 (accidents with male drivers in residential urban 
areas):

In Tehran and Mazandaran provinces, the probability of 
fatigue and drowsiness accidents is high between 12 midnight 
to 8 am. In Mazandaran province, at other times of the day, 
the fatigue and drowsiness accidents on freeways, main 
roads, and rural roads are more likely than other roads. Also, 
in Fars province, more than 90% of fatigue and drowsiness 
accidents have occurred in 4-6 am, and in other hours of the 
day, the probability of fatigue and drowsiness accidents on 
freeways, highways, side roads, and straight roads is 88.2%.

Cluster 3 (accidents with male drivers in residential 
suburban areas): 

Road type is the most important variable in Mazandaran 
and Fars provinces. In Mazandaran province, the probability of 
fatigue and drowsiness accidents on freeways, highways, and 
straight roads is 90%. Also, in Fars province, the probability 
of fatigue and drowsiness accidents on freeways is over 90%. 
In the suburban roads of Tehran province, the probability of 
fatigue and drowsiness accidents on freeways and straight 
roads is 71.3%, and on other roads, the occurrence of fatigue 

and drowsiness accidents in the period from 10 pm to 10 am 
is more likely than other hours of the day.

Cluster 4 (accidents with male drivers in non-residential 
areas): 

In Mazandaran province, the probability of fatigue and 
drowsiness accidents on roads controlled by right-of-way 
and stop signs is 78%. Also, in Fars province, the occurrence 
of fatigue and drowsiness accidents on the roads with one-
way traffic is more probable than the roads with two-way 
divided traffic and two-way undivided traffic. Moreover, 
on the roads with two-way divided and two-way undivided 
traffic, the occurrence of fatigue and drowsiness accidents in 
a single-vehicle collision (vehicle with a fixed object, run-
off-road, overturning, and falling) is more likely than the 
vehicle collision with motorcycle and with another vehicle. 
Besides, in the accidents with male drivers in non-residential 
urban areas of Tehran province, the probability of fatigue 
and drowsiness accidents in motorcyclists is low, and the 
incidence of fatigue and drowsiness accidents also increase 
between 12 midnight and 10 am.

The variables of road type and time of day were common 

Table 3. The relative importance of the most important variables in Tehran province.
 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Cluster No. Cluster description Most important variables in 
Mazandaran 

Most important variables 
in Fars 

1 Accidents with female drivers 
Road configuration = 0.19 

Land use = 0.19 
Traffic control = 0.13 

Road type = 0.44 
Shoulder type = 0.27 

2 Accidents with male drivers in 
residential urban areas 

Time of day= 0.36 
Road type = 0.12 

Time of day = 0.24 
Road type = 0.22 

Vehicle type = 0.18 
Traffic of day 

3 Accidents with male drivers in non-
residential areas Traffic control device = 0.32 

Road Configuration = 0.22 
Type of accident = 0.14 

Time of day = 0.12 

4 Accidents with male drivers in 
residential suburban areas Road type = 0.3 Road type = 0.45 

Table 4. The relative importance of the most important variables

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Cluster No. Cluster description Most important variables in Tehran 

1 Accidents with female drivers 

Road type = 0.3 
Time of day = 0.24 

Month = 0.22 
Type of accident=0.19 

2 Accidents with male drivers in residential urban areas Time of day = 0.77 

3 Accidents with male drivers in non-residential urban areas Time of day = 0.51 
Vehicle type = 0.35 

4 Accidents with male drivers on suburban roads Road type = 0.56 
Time of day = 0.31 
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in different clusters of provinces. The difference between the 
two variables in the common clusters inter-province and in-
province can be seen in Table 5 and 6.

Driving near the dawn has been identified as an important 
factor of fatigue and drowsiness accidents [9, 34]. The current 
study confirmed this finding and also showed different times 
based on the province, land use, and area type. For instance, 
in the urban of Tehran province, fatigue and drowsiness 
accidents have increased at 10 pm -6 am in the residential 
areas, but these kinds of crashes increased from midnight to 
10 am in the non-residential areas. Whereas, in the cluster 
of urban residential areas, fatigue and drowsiness accidents 
have increased at 4-6 am in Fars province but 10 pm to 8 
am in Mazandaran province. Since the pattern of the time of 
occurrence fatigue and drowsiness accidents were different 
among clusters in each province, future studies might be 
considered time-of-day effects in urban, rural, residential, 
and non-residential areas among several provinces. 
Moreover, the results of the current study showed that fatigue 
and drowsiness accidents are reduced on the roads without 
shoulders, which may be because the risk of fatigue and 
drowsiness accidents increases when the driver feels more 
comfortable driving. The current work, like others studies 
[8-10, 35], demonstrated that the probability of fatigue and 
drowsiness is high in the freeways. However, the roads 
such as main road, straight road, side road, and rural road in 
some clusters were among the important factors of fatigue 
and drowsiness accidents. Furthermore, the results showed 

that the fatigue and drowsiness accidents in residential 
areas are higher than that in non-residential areas. All these 
findings indicated that fatigue and drowsiness accidents are 
very common in low-speed roads and residential areas. This 
indicates that in addition to freeways, motorways, and non-
residential areas, low-speed roads and residential areas need 
special future attention in search of identifying factors that 
play a vital role in causing fatigue and drowsiness accidents.

3- 5- Boosting
The combination of the CART model with boosting 

algorithm and oversampling is applied in each cluster of 
three provinces. According to Table7 , in addition to the high 
overall accuracy of the models, the majority class (not-fatigue 
and drowsiness accidents) and the minority class (fatigue and 
drowsiness accidents) have high accuracy when combining 
the CART model with the  oversampling method. Also, 
combining the boosting algorithm with the oversampling 
method produces better results. This study shows that the 
boosting method can be effective in handling unbalanced data 
when combined with the oversampling method.

4- Conclusion
The present study used a four-step data mining framework. 

First, the crash data were divided into homogeneous groups 
using the clustering analysis based on three variables: land 
use, type of area, and driver gender. Next, the balancing 
technique was used to balance the data of accidents caused 

Table 5. Prediction accuracy of models by treatments.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Province Male drivers in non-residential 
urban areas 

Male drivers in residential 
urban areas 

Male drivers in residential 
suburban areas 

Tehran 12 PM- 10 AM 12 PM- 8 AM No common variable 
Mazandaran No common variable Freeway, Major road, Rural road Freeway, Highway, Direct road 

Fars No common variable Freeway, Highway, Minor road, 
Direct road Freeway 

Table 6. The difference between the variables of road type and time of day in the common cluster in-province.

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Cluster description Tehran Fars Mazandaran 

Accidents with female drivers Freeway Freeway, Highway, 
Minor road No common variable 

Accidents with male drivers in residential 
urban areas 10 PM-6 AM 4-6 AM 10 PM-8 AM 

Accidents with male drivers in residential 
suburban areas 

No common 
variable Freeway Freeway, Highway, Direct 

road 
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by fatigue and drowsiness and the severity of driver injuries. 
Finally, the classification and regression tree algorithm 
was employed to identify the factors that cause fatigue and 
drowsiness accidents. In addition, the boosting algorithm was 
utilized to increase the modeling accuracy.

Some of the most important factors were common among 
the clusters. However, some other important factors were 
specific to each cluster of provinces. This may indicate the 
different nature of fatigue and drowsiness accidents in each 
cluster of provinces. The most important factors affecting the 
fatigue and drowsiness accidents based on the CART tree in 
each cluster are as follows:

The common variable in residential urban areas in all three 
provinces was the time of day. In Tehran province, the fatigue 
and drowsiness accidents increase only in the period from 12 
midnight to 8 am, but in Mazandaran province, in addition to 
the period from 10 pm to 8 am, the freeway, main road, and 
rural road increase the incidence of fatigue and drowsiness 
accidents. However, in Fars province, in 4-6 am and freeway, 
highway, minor road, and straight road increase the incidence 
of fatigue and drowsiness accidents.

Road type was the only important variable in the 
residential suburban areas of Mazandaran and Fars provinces. 
Freeway, highway and straight road in Mazandaran province 

and freeway in Fars province increase the incidence of 
fatigue and drowsiness accidents. Also, in the suburban roads 
of Tehran province, in addition to the freeway and straight 
road, the period from 10 pm to 10 increase the incidence of 
fatigue and drowsiness accidents.

In the non-residential areas of Mazandaran province, 
the incidence of fatigue and drowsiness accidents increases 
only by controlling the right-of-way and stop signs, but in 
Fars province, it increases on one-way roads and in a vehicle 
collision with a fixed object, run-off-road, overturning, and 
fall accidents. Also, in the non-residential urban areas of 
Tehran province, the period from 12 midnight to 10 am in all 
types of vehicles (except motorcycles) increases the incidence 
of fatigue and drowsiness accidents.

The common variable in accidents with female drivers in 
Tehran and Fars provinces was road type. Freeway in Tehran 
province and freeway, highway, and minor road in Fars 
province increase the incidence of fatigue and drowsiness 
accidents. In addition, the incidence of fatigue and drowsiness 
accidents increases in Tehran province between 12 midnight 
and 6 am, but it increases in Fars province on roads with 
shoulders. In Mazandaran province, however, the one-way 
roads and residential land use increase the incidence of 
fatigue and drowsiness accidents.

Table 7. The difference between the variables of road type and time of day in the common cluster inter-province.

 

Over-sampling + Boosting 
  Over-sampling 

 
Cluster description Province Accuracy %  Accuracy % 

minority 
class 

majority 
class 

Overall 
  minority 

class 
majority 

class 
Overall 

 

89.41 96.52 93.74  69.6 83.84 78.26 Accidents with female 
drivers 

Mazandaran 
86.27 82.23 84.21  73.24 75.7 74.35 Accidents with male drivers 

in residential urban areas 

87.53 85.55 86.5  85.8 73.12 77.96 Accidents with male drivers 
in residential suburban areas 

88.17 89.61 88.94  81.4 77.3 79.14 Accidents with male drivers 
in non-residential areas 

96.84 99.36 98.24  90.2 91.2 90.75 Accidents with female 
drivers 

Fars 
86.13 79.72 82.38  84.3 71.8 76.14 Accidents with male drivers 

in residential urban areas 

87.86 87.37 87.62  90.8 79.54 84.29 Accidents with male drivers 
in residential suburban areas 

79.19 78.14 78.59  76.3 76.3 76.28 Accidents with male drivers 
in non-residential areas 

80.31 82.11 81.22  84.5 78.5 81.06 Accidents with female 
drivers 

Tehran 

80 74.03 76.65  85.7 70.4 75.9 Accidents with male drivers 
in residential urban areas 

81.2 82.1 81.65  85.5 74.76 75 
Accidents with male drivers 

in non-residential urban 
areas 

84.15 82.1 83.07  71.6 83.3 76.39 Accidents with male drivers 
on suburban roads 
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In addition, the incidence of fatigue and drowsiness 
accidents in residential areas was higher than in non-
residential areas in Fars and Mazandaran provinces.

The results of this study indicate that the combined use of 
clustering, balancing, CART algorithm, and boosting can be 
useful to obtain a holistic view over the fatigue and drowsiness 
accidents and to prioritize the safety countermeasures.
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