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ABSTRACT: Optical Coherence Tomography (OCT) images are used to reveal retinal diseases and 
abnormalities, such as Diabetic Macular Edema (DME) and Age-related Macular Degeneration (AMD). 
Fluid regions are the main sign of AMD and DME and automatic fluid segmentation models are very 
helpful for diagnosis, treatment, and follow-up. This paper presents a two-path Neutrosophic (NS) Fully 
Convolutional Networks, referred as TPNFCN, as a fully-automated model for fluid segmentation. For 
this task, OCT images are first transferred to NS domain and then Inner Limiting Membrane (ILM) and 
Retinal Pigmentation Epithelium (RPE) layers as first and last layers of retina are segmented by graph 
shortest path algorithms in NS domain, respectively. Afterwards, a basic block of FCN is presented for 
fluid segmentation and this block is used in the architecture of the proposed TPNFCN. Both the basic 
block and TPNFCN are evaluated on 600 OCT scans of 24 AMD subjects containing different fluid 
types. Results reveal that the proposed basic block and TPNFCN outperform five competitive models 
by improvement of 6.28%, 4.44% and 2.54% with respect to sensitivity, dice coefficients, and precision, 
respectively. It is also demonstrated that the proposed TPNFCN is robust against low number of training 
samples in comparison with current models.  
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1- Introduction
Ophthalmologists use retina images for diagnosis, follow-
up, and treatment of retinal diseases. Fundus and Optical 
Coherence Tomography (OCT) are used as two technologies 
for retina imaging. Since there are many OCT images for 
each patient, it is very hard to segment fluid regions manually 
for all images by  Ophthalmologists, and they run image 
processing algorithms and automated methods to segment 
fluid regions and extract other parameters such as blood 
vessels, layers, tissue, and optic disk of retina in each step of 
the treatment. Leakage of blood vessels leads to emerge fluid 
regions which is the most important sign of retina disease, 
such as Diabetic Macular Edema (DME) and Age-related 
Macular Degeneration (AMD). The volume of these regions 
is used for treatment and follow-up of DME and AMD. 

Development of automated fluid segmentation models is 
the problem which is stated in this research. Regions under-
neath blood vessels, background and regions between retina 
layers are similar with fluid regions in color and texture. 
These regions are enumerated as main challenges for fluid 
segmentation problem. Deep learning models are successful 
in many applications. Fully Convolutional Network (FCN) 
as one of these models can be used for supervised pixel clas-
sification. For this task, each pixel in OCT images is labeled 
as fluid or tissue, and FCN can then be trained to predict the 

label pixels. 
Neutrosophic (NS) sets are used to model data indetermi-

nacy. Each data point is mapped to three sets, True (T), False 
(F) and Indeterminacy (I). In fluid segmentation, each pixel is 
mapped to T, I and F, means that it is T% true that this pixel 
is fluid, F% for tissue and the confident for this assignment is 
(1-I) %. In this research, NS is used to preprocess OCT imag-
es and subsequent steps are applied to images in NS domain. 
 Based on explained methodologies to address OCT fluid
 segmentation challenges, main contributions of this research

 :can be summarized as follows
•	 OCT images are pre-processed by Region of Inter-

est selection to avoid False Positive samples and speed up. 
For this task, first and last layers Internal Limiting Membrane 
(ILM) to the Retinal Pigment Epithelium (RPE) layers are 
segmented by a method based on graph shortest path and 
Neutrosophic sets. 

•	 A basic model is proposed for fluid segmentation in 
Neutrosophic domain. In the proposed model, OCT scans are 
compressed to an arbitrary number of blocks and then decom-
posed to their original dimension to segment fluid regions. 

•	 A Two-Path Neutrosophic Fully Convolutional Net-
work (TPNFCN) is constructed from the basic model. 

•	 Limitations and drawbacks of the proposed model 
are discussed in details. 

Fluid segmentation methods have been presented in the 
literature based on image processing and machine learning 
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methods. We proposed several fully-automated fluid segmen-
tation methods for AMD and DME cases based on Convolu-
tional Neural Networks (CNNs), Graph Cut, graph shortest 
path and Neutrosophic sets [1-8]. A challenge was done by 
Bogunovic, which was the most significant benchmark for 
fluid detection and segmentation [9]. NS has been applied 
in applications including image segmentation [10], content-
based image retrieval [11, 12], choroid layer segmentation 
[4], fluid and cyst segmentation [1, 2, 5, 6, 8], correlation be-
tween initial vision and fluid regions [7], and skeletal muscle 
analysis [13].

In [14], deep neural networks were applied for fluid 
segmentation in OCT scan. A fluid and layer segmentation 
method based on Fully Convolutional Networks (FCNs), 
called as Relaynet, was presented in [15]. Retina thickness 
was segmented by CNNs in OCT scans [16]. Deep learning 
methods were used for automated detection and quantifica-
tion of fluid in [17]. Another cystoid fluid quantification and 
detection relied on deep learning methods was presented in 
[18]. Generally, fluid regions can be segmented by pixel clas-
sification or image segmentation methods. In pixel classifi-
cation, pixels are labeled based on color, shape, and texture 
features extracted from a window around each pixel [19, 20], 
while in image segmentation approaches, the whole image is 
segmented to a specific number of  regions. In fluid segmen-
tation application, pixels can be labeled as tissue or fluid, or 
the whole image can be segmented to fluid and tissue regions. 

In [21], a new loss function named as Mutex Dice Loss 
is proposed by considering the priority of the mutex relation-
ship between several layers. An FCN is introduced to seg-
ment three fluid types in OCT images in [22]. Two main steps 
of fluid segmentation were combined using direct modeling 
of the distribution of the surface locations in a unified CNN 
[23]. In [24], two intra-slice and inter-slice contrastive learn-
ing networks were designed separately and then combined 
to construct an end-to-end model for fluid segmentation. An-
other CNN with encoder and decoder blocks was presented 
in [25] to segment three lesion types of OCT images. In [26], 
a novel FCN scheme, including two segmentation and dis-
crimination networks, was proposed to handle fluid segmen-
tation in OCT images. A new approach named as LF-UNet 
was introduced in [27] to segment fluid in OCT images based 
on a double-branch CNNs. DenseNet was used to analyze the 
cystoid bodies in OCT images [28]. Automatic segmentation 
of fluid in OCT images was performed by an FCN approach 
in [29].

In [30], a semi-supervised framework based on combina-
tion of two teacher and student networks with similar struc-
ture was proposed. An attention-based network was presented 
in [31] to automatically localize fluid area by ignoring com-
putational complexity of multi-stage approaches. Segmenta-
tion of different types of fluid in OCT images was applied to 
RETOUCH dataset using a deep neural network in [32]. In 
[33], a new FCN method named as DelNet was proposed to 
segment layers of retina in OCT images. Fluid segmentation 

was done by introducing a fully-automated framework based 
on an FCN and graph shortest path in [34]. In [35], a deep 
neural network based on integration of Squeeze and Excita-
tion referred as SE-UNet was presented for classification of 
OCT images as normal or AMD.

The rest of this paper is organized as follows: Section 2 
presents the proposed method, including ROI Segmentation, 
basic model, and TPNFCN. Dataset is described in Section 
3. Experimental setup and results are discussed in Sections 4 
and 5, respectively. Limitations of the proposed FCN model 
are explained by examples in Section 6. Finally, this work is 
concluded in Section 7.

2- Proposed method
2- 1- Region of Interest Segmentation

In the first step, Region of Interest (ROI) is segmented as 
a region between Internal Limiting Membrane (ILM) to the 
Retinal Pigment Epithelium (RPE) layers [1]. This segmen-
tation is very important since it eliminates background and 
reduces computational cost. For ROI segmentation, images 
are transferred to NS domain by Eqs. (1-5):
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where min max, ,g g g , T, I, and F represent gray level of 
input image, minimum gray level, maximum gray level, true, 
indeterminacy, and false sets, respectively. Afterwards, each 
pixel in image is mapped to one node of graph, and the edges 
between the nodes are computed from pixel gray-levels. For 
ILM segmentation, weights are calculated as follows:
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where R and MaxG are a vertical set of pixels above 
1 1( , )a b , and the maximum gradient in image, respectively. 

Fig. 1 illustrate R in the image. For RPE segmentation, as 
the last layer of the retinal, inverse of filter H pixels below 

1 1( , )a b  are considered [2]. For graph shortest path configura-
tion, two nodes (pixels) up-left and down-right in OCT im-
ages are used as the start and end points, respectively. Finally, 
Dijkstra algorithm is used to select the shortest path between 
the start and end points. The shortest paths represent ILM and 
RPE, depending on the used filter [2].

Since fluid regions exist between ILM and RPE layers, 
no fluid region is lost in pre-processing in ROI segmentation. 
Additionally, due to the similarity between fluid regions and 
background, ROI segmentation improves accuracy of fluid 
segmentation methods. Finally, ROI segmentation leads to 
speeding up. Note that if the image does not contain the fluid, 
the weights can be calculated using Eq. (7), otherwise, Eq. (8) 
is used to construct weights:

min

max min

( , )( , ) g i j gT i j
g g

−
=

−
 (1) 

( , ) 1 ( , )F i j T i j= −  (2) 

min

max min

( , )( , ) i jI i j  
 

−
=

−
 (3) 

( )
/ 2 /2

2
/2 /2

1( , ) ,
m n

g i j g i m j n
 

  =− =−

= + +   (4) 

( , ) | ( , ) ( , ) |i j g i j g i j = −  (5) 

2
, 0

2
VerGrad T H H

− 
 =  =  
 + 

  (6) 

1 1 2 2 1 1 2 2(( , ), ( , )) 4 ( , ) ( , ) 2 ( )W a b a b MaxG VerGrad a b VerGrad a b mean R=  − − +   (7) 

 

1 1 2 2 1 1 2 2(( , ), ( , )) 4 ( , ) ( , ) 2 ( )W a b a b MaxG VerGrad a b VerGrad a b mean U D=  − − +  −  (8) 

Sensitivity TP TP
P TP FN

= =
+

 (9) 

Precision TP
TP FP

=
+

 (10) 

Precision×SensitivityDiceCoefficiont 2×
Precision+Sensitivity

=  (11) 

 

 

 

 

 

 

 

min

max min

( , )( , ) g i j gT i j
g g

−
=

−
 (1) 

( , ) 1 ( , )F i j T i j= −  (2) 

min

max min

( , )( , ) i jI i j  
 

−
=

−
 (3) 

( )
/ 2 /2

2
/2 /2

1( , ) ,
m n

g i j g i m j n
 

  =− =−

= + +   (4) 

( , ) | ( , ) ( , ) |i j g i j g i j = −  (5) 

2
, 0

2
VerGrad T H H

− 
 =  =  
 + 

  (6) 

1 1 2 2 1 1 2 2(( , ), ( , )) 4 ( , ) ( , ) 2 ( )W a b a b MaxG VerGrad a b VerGrad a b mean R=  − − +   (7) 

 

1 1 2 2 1 1 2 2(( , ), ( , )) 4 ( , ) ( , ) 2 ( )W a b a b MaxG VerGrad a b VerGrad a b mean U D=  − − +  −  (8) 

Sensitivity TP TP
P TP FN

= =
+

 (9) 

Precision TP
TP FP

=
+

 (10) 

Precision×SensitivityDiceCoefficiont 2×
Precision+Sensitivity

=  (11) 

 

 

 

 

 

 

 

 (8)

where U is a vertical set of pixels below 1 1( , )a b , D is 
the distance between 1 1( , )a b , and the first layer of the net-
work as illustrated in Fig. 2. β  controls the importance of 
distance. 

2- 2- Basic Block of the Proposed Model
The basic model structure is shown in Fig. 3 with two 

encoder and decoder parts. An OCT image with the size of 
512×256×1, and a segmented ROI image with the size of 
512×256×1 are concatenated to construct a two-channel im-
age 512×256×2, which is considered as input of the network.

The encoder consists of four blocks and each block con-
tains two convolution layers and one max-pooling. It is worth 
mentioning that after each convolution layer, ReLU activa-
tion function and batch normalization is applied. Each con-
volution layer of the first block has 32 filters with the size 
of 3×3. The size of max-pooling filter is 2×2 with stride 2 
which creates the output image with a half of the input image. 
Therefore, output of the first block is 256×128×32. Note that 
before max-pooling layer, a copy of feature maps is saved to 
send to the corresponding block in the decoder section (skip 
connection). The next blocks are repeated the same way ex-
cept that the number of filters in convolution layers are 64, 
128, and 256 for blocks 2, 3, and 4, respectively.

After encoder, two convolution layers with 512 filters are 
applied to the output of the 4th block, which leads to the di-
mension of 16×32×512.

 

Fig. 1. Weight calculation for ILM and RPE segmentation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Weight calculation for ILM and RPE segmentation.

 

Fig. 2. Illustration of U and D. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Illustration of U and D.
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Data dimension is doubled by a transposed convolution 
operator in each block of decoder. Afterwards, the output 
of convolution layer in each level of the encoder is concat-
enated with the corresponding layer in the decoder as a skip 
connection. In the first step of decoder, channels of dimen-
sion 32×64×512 are created and two convolution layers with 
256 filters and padding are applied, leading to the data size 
of 32×64×256. In blocks 2, 3, and 4, 128, 64 and 32 filters 
are considered, respectively. By applying consequent trans-
posed convolution layers, we reach to the final dimension 
256×512×32. Finally, since there are two classes of fluid and 
tissue for segmentation, 2 filters in a convolution layer are 
used to create final dimension 256×512×2.

2- 3- Architecture of the Proposed TPNFCN Model
Overfitting is the most important problem of FCNs which 

is due to low-dimension and noisy data. To avoid this prob-
lem, one solution is to use combination of models instead of 
one model. It is necessary to mention that although higher ac-
curacy can be achieved by model combination, training time 
is increased significantly due to large number of parameters.

The proposed TPNFCN model is created based on the 
combination of two models, which make a great balance 
between accuracy and time complexity. Indeed, the input of 
each model is different and the outputs of the two models 
are concatenated. Fig. 4 shows the structure of the proposed 
TPNFCN. Since the proposed method is a two-path Neutro-
sophic FCN, it is referred as TPNFCN.

As shown in Fig. 4, the top model input is the OCT and 
ROI images, while the bottom model input is only the OCT 
image. It is important to note that in order to train the pro-
posed structure, two models and the last convolution layer are 
considered as one network, not two distinct networks. In the 
top model, the size of OCT and ROI images are 512×256×1 
and they are concatenated to construct an image with the size 
of 512×256×2. In the bottom model, the input image is an 
OCT image with the size of 512×256×1. The top and bottom 
models architecture are the same.

The encoder consists of 5 blocks, and each block con-
tains 2 convolution layers and 1 max-pooling. ReLU activa-
tion function and batch normalization are applied after each 
convolution layer. In the first block, each convolution layer 
consists of 64 filters with the size of 3×3. Max-pooling layer 
size is 2×2 with stride 2, which its output size of is half of 
the input image size. Therefore, the size of the output im-
age of the first block is 256×128×64. A copy of feature maps 
is saved and sent to the corresponding block in the decoder 
section before max-pooling layer (skip connection). The next 
blocks are repeated the same, except that the number of filters 
in convolution layers are 128, 256, 512, and 1024 for blocks 
2, 3, 4, and 5, respectively. After the encoder steps, two con-
volution layers with 1024 filters are applied to the output of 
the 5th block which leads to the size of 8×16×2048.
 In decoder, each level makes an up-sampling scheme by
 transposed convolution operator to create output size as twice
 as input size. This operation is equivalent with max-pooling

 

Fig. 3. Basic Block of the Proposed Model. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Basic Block of the Proposed Model.
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Fig. 4. Proposed TPNFCN for fluid segmentation. 

 

 

 

 

 

 

 

Fig. 4. Proposed TPNFCN for fluid segmentation.
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 inversion. Similar to the basic block, skip connections from
 decoder layers are used to make higher dimension outputs. In
 the first step, OCT channels of dimension 16×32×2048 are
 appeared and two 1024-filter convolution layers are used to
 make the dimension of 16×32×1024. In other decoder steps 2,
3, 4, and 5, filters 512, 256, 128, and 64 are used, respective-
 ly. Finally, transposed convolution operations used in each
 step make the final dimension of 256×512×64 in the encoder.
To segment the OCT pixels as fluid or tissue, 2 filters are ap-
 plied in the last convolution layer to reach the final dimension
 of 256×512×2. Note that this output is considered for each
 path of the proposed two-path FCN. It means that each path
 can segment fluid regions independently. By concatenation
 of outputs of two paths (top and bottom models), data with
the dimension of 256×512×4 is generated. This data is fur-
 ther passed through a convolution layer with two filters which
 leads to 256×512×2 (2 channels), one channel is considered
as fluid and another as tissue. Therefore, final fluid segmen-
 tation scheme can be achieved form the proposed model in

 .Fig. 4
3- OCT Dataset

The proposed TPNFCN model is assessed on a public 
OCT dataset of 24 subject, 25 scans per-subject, and 600 
OCT images collected from the University of Minnesota. 
The dimension of each image is 496×1024. OCT scans have 
length and width direction resolutions in 5.88 and 3.87 µm/
pixel, respectively. Fluid areas in all scans have been manu-
ally segmented by two ophthalmologists and used as ground 
truth images. All 600 images are divided into 141 and 459 
scans for training and test, respectively. Among 141 images 
in the training phase, 58 scans are used for the training set 
and 83 for validation. In training set, intra-retinal, sub-RPE 
and subretinal are used to have all fluid types in FCN training

.
4- Experimental Setup

To speed up the segmentation process, OCT images are 
resized to 256×512. Segmentation algorithm is applied to 
these images and then the segmented images are resized to 
their original size. All convolution layers convolve inputs by 
a kernel with the size of 3×3 continued by LeakyReLu activa-
tion function ( 0.2)alpha = . The whole network is optimized 
by cross entropy loss function and ADAM optimizer. Note 
that there are two labels available for each pixel, one from 
expert 1 and another from expert 2. The proposed TPNFCN 
model is trained by labels from expert 1 and tested by two la-
bels from expert 1 and 2. Finally, dice coefficient, sensitivity, 
and precision are computed from True Positive (TP), False 
Positive (TN), and False Negative (FN), and used as quantita-
tive measures to evaluate segmentation performance: 
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5-  Results
5- 1- Basic Block of the Proposed TPNFCN Results

In the first round of comparison, fluid regions segmented 
by basic block of the proposed TPNFCN are compared with 
Neutrosophic Graph Cut (NSGC) [2], Graph Cut (GC) [36], 
and Kernel Graph Cut (KGC) [37] methods in dice coefficient 
and sensitivity criteria. It is worth noting that the mentioned 
methods have been evaluated in OCT datasets used in this re-
search. Two results are reported in each comparison, one be-
tween automated methods and expert 1, another with expert 
2. Fig. 5 shows segmentation results of the proposed model 
in OCT scans containing fluid regions between retinal layers 
(intra-retinal fluid). 

Other fluid types, sub-RPE and sub-retinal, are segmented 
by the proposed model in Figs. 6 and 7, respectively. The top 
image of Fig. 6 has 2 sub-PRE fluid regions, and in the other 
images, one region exists. The proposed TPNFCN model 
segments these fluid regions correctly. The same results are 
achieved in Fig. 7 as another samples for fluid segmentation. 

Quantitative results of the basic block of the proposed 
TPNFCN and competitive models GC, KGC and NSGC in 
the term of dice coefficient are reported in Table 1.

Comparison between automated models and expert 1 and 
2 are represented by E.1 and E.2, respectively. Based on the 
results in Table 1, it can be concluded that:

•	 The dice coefficient of the proposed Basic Block is 
maximum in subjects 1, 4-6, 8-13, 15-17 and 19-23 in com-
parison with E.1.

•	 Additionally, the Basic Block of the proposed 
TPNFCN outperforms other models in the terms of the dice 
coefficient in subjects 1-6, 8-15, 17, and 19-23, compared to 
E.2.

•	 NSGC is the best model in subjects 2, 3, 7, 14, 18, 
and 24 compared to E.1 and 7, 16, 18, and 24 compared to 
E.2.

•	 The Basic Block of the proposed TPNFCN has the 
highest average dice coefficient 86.00% compared to NSGC 
(81.56%), KGC (65.25%) and GC (69.13%).

•	 The best dice coefficient is achieved by the Basic 
Block and is 96.45% (subject 23) and 95.54% (subject 8) 
compared to E.1 and E.2, respectively. 

Sensitivity measure of all methods are reported in Table 
2 as another quantitative measure. It can be concluded that:

•	 For sensitivity measure, the Basic Block of the pro-
posed TPNFCN is the best model in subjects 1, 3-6, 8-17, 19, 
and 21-24 in E.1 comparison.
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Fig. 5. Segmentation results of basic block of the proposed TPNFCN in OCT scans containing intra-

retinal fluid. 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Segmentation results of basic block of the proposed TPNFCN in OCT scans containing intra-retinal fluid.
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Fig. 6. Segmentation results of the basic block of the proposed TPNFCN in OCT scans containing 

sub-RPE fluid. 

 

 

 

 

 

 

 

 

 

 

Fig. 6. Segmentation results of the basic block of the proposed TPNFCN in OCT scans containing sub-RPE fluid.
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Fig. 7. Segmentation results of the basic block of the proposed TPNFCN in OCT scans containing 

sub-retinal fluid. 

 

 

 

 

 

 

 

 

 

Fig. 7. Segmentation results of the basic block of the proposed TPNFCN in OCT scans containing sub-retinal fluid.
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Table 1. Dice coefficient results of all methods.
Table 1. Dice coefficient results of all methods. 

Dice coefficient 

Sub. GC KGC NSGC Basic Block of the 
Proposed TPNFCN 

E.1 E.2 E.1 E.2 E.1 E.2 E.1 E.2 
1 78.68 75.34 79.07 74.76 85.68 81.81 94.41 94.84 
2 77.79 77.83 86.11 82.03 89.49 85.36 89.19 91.78 
3 56.54 53.05 56.56 51.91 85.81 79.40 84.87 83.75 
4 71.94 72.26 69.51 69.49 82.81 82.34 84.45 83.60 
5 45.80 43.70 25.20 24.64 68.25 66.02 75.80 72.82 
6 73.32 68.61 61.34 57.10 85.91 80.53 93.92 94.08 
7 56.71 52.61 46.32 42.00 67.31 63.13 54.84 58.04 
8 86.89 86.25 79.06 79.07 86.85 86.29 95.79 95.54 
9 76.65 72.61 74.95 70.92 83.00 78.81 95.33 95.24 

10 76.54 76.39 76.57 76.44 84.63 80.51 90.01 89.81 
11 72.22 67.74 55.28 51.02 86.51 82.26 92.42 87.17 
12 71.34 68.03 69.53 66.08 82.42 79.43 90.41 85.87 
13 62.61 62.57 64.67 64.56 89.90 89.85 92.28 92.19 
14 63.48 59.26 57.34 53.47 81.07 76.98 78.23 78.19 
15 61.94 53.73 58.19 50.26 74.16 66.07 78.74 76.48 
16 71.17 71.07 69.21 69.20 87.62 87.57 91.76 85.89 
17 73.03 72.17 88.31 83.58 91.52 86.48 92.16 91.45 
18 66.27 58.43 66.93 59.49 84.70 77.06 76.90 74.66 
19 73.93 73.64 43.31 43.26 86.38 82.09 90.54 85.94 
20 65.76 57.41 69.75 63.05 85.40 75.13 85.64 79.79 
21 81.11 70.62 76.04 66.16 89.00 78.38 93.27 83.03 
22 71.33 64.40 61.50 55.00 77.16 70.19 82.13 82.08 
23 89.83 79.47 90.85 82.49 91.68 82.66 96.45 87.67 
24 81.37 77.12 87.27 83.22 88.79 84.77 88.44 83.37 

Ave 71.01 67.26 67.20 63.30 84.00 79.13 87.29 84.72 
Ave 69.13 65.25 81.56 86.00 

 

 

 

 

 

 

 

 

 

 

•	 The Basic Block of the proposed TPNFCN is the 
best model in all subjects in E.2 comparison.

•	 In subjects 2, 7, 18, and 20, NSGC reaches the best 
sensitivity in E.1 comparison.

•	 The proposed Basic Block achieves the best sensitiv-
ity score in both E.1 (97.29% in subject 8) and E.2 (96.73% 
in subject 1).

•	 Generally, the Basic Block of the proposed TPNFCN 
with the sensitivity of 87.38% outperforms NSGC (81.10%), 
KGC (75.69%), and GC (70.11%).

It reveals that the proposed Basic Block achieves the best 
results quantitively and qualitatively. Therefore, this block is 
used in the final FCN model.

5- 2- The Proposed TPNFCN Model Results
The proposed TPNFCN model is compared with two 

models, UNet and SE-UNet. Note that the proposed TPNFCN 
is not compared to GC, KGC, and NSGC, since these models 

were compared to Basic Block of TPNFCN, and TPNFCN 
has better results that Basic Block. Fig. 8 shows the segmen-
tation results of TPNFCN, UNet, and SE-UNet applied to 9 
samples of OCT images.  In this figure, column a represents 
OCT samples and columns b, c and d show the segmenta-
tion results of UNet, SE-UNet, and the proposed TPNFCN, 
respectively. It is obvious that the proposed model segments 
fluid regions more carefully than the other models.

In experiments, 3 (train,test) sets (58,542), (200,400), 
and (375,225) are considered as sets 1, 2, and 3, respectively. 
Table 3 reports Dice coefficient, Sensitivity, and Precision of 
TPNCNN and other methods in set 1. In each row, the maxi-
mum value is shown in bold format. 

 
Results in Table 3 can be concluded as:
•	 SE-UNet achieves the improvements of 1.58%, 

1.62%, and 1.04% in dice coefficient, sensitivity, and preci-
sion, respectively, compared to UNet. The reason is that SE-
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Table 2. Sensitivity of the basic block of the proposed TPNFCN and other methods.
Table 2. Sensitivity of the basic block of the proposed TPNFCN and other methods. 

Sensitivity 

Sub. GC KGC NSGC Basic Block of the 
Proposed TPNFCN  

E.1 E.2 E.1 E.2 E.1 E.2 E.1 E.2 
1 74.39 71.24 83.03 79.40 84.38 81.01 96.55 96.73 
2 84.24 80.33 92.42 88.31 94.38 90.36 90.74 93.79 
3 50.70 47.26 67.23 62.30 81.82 75.08 86.04 85.23 
4 61.70 62.15 79.60 79.88 84.92 84.89 86.91 86.67 
5 56.10 53.13 54.73 53.18 67.90 64.26 77.84 73.76 
6 81.38 76.73 78.80 74.62 87.78 82.34 96.98 96.25 
7 57.14 54.03 56.70 52.05 66.37 63.28 60.50 64.02 
8 88.43 87.18 86.39 86.14 92.75 91.56 97.29 96.64 
9 79.37 75.32 78.24 74.30 89.31 84.95 96.19 96.10 

10 74.39 70.24 77.86 73.59 82.91 78.44 91.96 91.77 
11 74.29 69.78 77.00 72.63 82.23 77.62 94.51 88.92 
12 62.61 59.60 67.56 64.88 77.15 74.84 91.28 87.45 
13 76.83 76.96 84.06 84.02 88.31 88.13 92.38 92.39 
14 62.24 57.92 65.87 61.82 78.27 73.80 80.38 80.64 
15 64.41 56.20 66.02 57.76 74.24 66.04 79.39 77.20 
16 88.08 84.04 88.63 84.69 90.34 86.29 92.17 86.43 
17 79.57 74.88 89.29 84.13 90.71 85.36 96.56 95.22 
18 59.55 51.68 67.45 59.86 81.33 73.30 79.02 77.82 
19 72.30 67.93 77.73 73.44 83.24 78.57 91.55 87.10 
20 75.35 62.68 87.05 74.09 88.61 75.60 86.02 79.85 
21 77.60 64.02 84.37 69.73 85.61 69.97 94.84 80.33 
22 83.81 73.53 90.66 78.71 87.94 76.80 91.51 79.23 
23 85.90 73.21 94.24 79.51 87.77 72.97 96.75 82.09 
24 74.72 70.33 86.72 82.41 86.85 82.57 88.21 83.04 

Ave 72.71 67.52 78.40 72.98 83.96 78.25 88.98 85.78 
Ave 70.11 75.69 81.10 87.38 

 

 

 

 

 

 

 

 

 

 

UNet uses feature map weighting.
•	 The proposed TPNFCN improves UNet by 3.84%, 

4.16%, and 2.54% in dice coefficient, sensitivity, and pre-
cision, respectively. It also improves SE-UNet results by 
2.26%, 2.54%, and 1.50% in the same measures.

•	 The proposed TPNFCN is the best method in 16 
subjects out of 24 ones in dice coefficient, 18 subjects out of 
24 ones in sensitivity, and 9 subjects out of 24 ones in preci-
sion. It is worth mentioning that the SE-UNet is better than 
the TPNFCN model in 13 subjects. 

Dice coefficient, Sensitivity, and Precision for set 2 have 
been reported in Table. 4. It can be concluded that:

•	 TPNFCN outperforms UNet and SE-UNet by 1.70% 
and 0.45% in dice coefficient, and 2.49% and 1.46% in sen-
sitivity, respectively.

•	 In the term of dice coefficient, SE-UNet achieves a 
better performance of 1.11% and 0.79% in comparison with 
UNet and TPNFCN.

•	 The proposed TPNFCN is the best method in 18 

subjects out of 24 ones in dice coefficient, 17 subjects out of 
24 ones in sensitivity.

•	 SE-UNet is better than other methods in 13 subjects 
out of 24 in precision.

Table 5 reports the results of 375 and 225 training sets. In 
this experiment:

•	 SE-Unet achieves improvement of 1.22% and 
3.04% in dice coefficient and sensitivity in comparison with 
Unet, respectively.

•	 The proposed TPNFCN improves Unet and SE-
Unet by 1.47% and 0.25% in dice coefficient and 3.40% and 
0.36% in sensitivity, respectively. 

•	 Unet is the best method in comparison with other 
methods in precision criterion and improves SE-Unet and 
TPNFCN by 1.19% and 1.09%, respectively.

•	 The proposed TPNFCN is the best method in 13 
subjects out of 24 ones in dice coefficient and 12 subjects 
out of 24 ones in sensitivity. Unet is better than others in 20 
subjects out of 24 in precision.
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Fig. 8. Fluid segmentation results of OCT samples (column a), Column b: UNet; Column c: SE-UNet; 

Column d: TPNFCN. 

 

 

 

 

 

Fig. 8. Fluid segmentation results of OCT samples (column a), Column b: UNet; Column c: SE-UNet; Column d: 
TPNFCN.
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Table 3. Dice coefficient, Sensitivity and Precision of TPNCNN and other methods in set 1.Table 3. Dice coefficient, Sensitivity and Precision of TPNCNN and other methods in set 1. 

58 training images and 542 test images 

Patient 
Dice coefficient Sensitivity Precision 

UNet SE-UNet TPNFCN UNet SE-UNet TPNFCN UNet SE-UNet TPNFCN 
1 94.66 94.23 94.97 91.72 90.93 92.51 98.00 98.07 97.67 
2 90.23 90.03 89.01 87.54 86.20 86.62 93.42 94.69 91.86 
3 97.58 97.84 97.74 95.72 96.11 96.00 99.80 99.88 99.79 
4 76.27 81.88 89.43 71.16 80.46 85.35 82.78 87.43 94.49 
5 66.52 60.83 76.20 56.88 51.14 68.94 88.08 77.69 88.14 
6 70.69 67.24 72.12 67.11 66.77 65.04 78.28 71.48 83.84 
7 68.65 79.05 79.41 65.30 75.54 75.20 80.71 83.95 85.51 
8 90.28 91.30 91.45 89.35 88.09 89.36 91.84 95.03 93.81 
9 96.07 96.04 95.83 94.09 93.94 94.18 98.32 98.46 97.67 

10 97.42 96.66 96.93 95.92 95.22 95.33 99.09 98.26 98.72 
11 95.37 95.37 95.74 92.68 92.58 93.70 98.67 98.84 98.10 
12 87.87 87.58 89.67 79.63 79.01 82.38 98.49 98.71 98.54 
13 93.57 94.42 93.91 89.57 90.78 90.19 98.52 98.81 98.41 
14 72.28 73.39 92.20 68.87 68.44 88.15 78.79 83.22 97.20 
15 83.41 88.84 88.95 79.42 84.38 84.97 94.54 96.56 95.66 
16 93.37 93.33 93.22 88.60 88.64 88.66 98.93 98.77 98.50 
17 89.82 91.11 90.89 88.60 89.46 91.82 91.55 93.09 90.91 
18 87.25 88.84 89.40 81.53 83.00 83.89 94.82 96.60 96.60 
19 85.22 86.75 87.71 79.50 81.93 84.10 95.68 94.75 94.91 
20 74.33 94.07 95.48 71.56 91.04 92.93 78.84 99.40 99.28 
21 95.85 95.22 96.50 93.62 91.99 94.22 98.21 98.70 98.91 
22 96.37 96.05 97.53 93.89 95.29 95.88 99.07 96.87 99.28 
23 94.45 95.45 96.26 93.45 95.07 96.02 95.68 96.07 96.66 
24 95.15 95.12 94.35 94.29 92.83 94.34 96.15 97.68 94.59 

Average 87.20 88.78 91.04 83.75 85.37 87.91 92.84 93.88 95.38 
 

 

 

 

 

 

 

 

 

5- 3- Discussion
5- 3- 1- Challenges and Limitations of Comparisons

The basic block is the core of the proposed model. It 
has been compared to GC, KGC and NSKGC with a con-
stant number of training samples. The main reason for this 
comparison is to show the effectiveness of the basic block. 
When the basic block is used to construct more advanced 
model TPNFCN, it has been compared to UNet and SE-UNet 
with the different number of training samples. Note that in 
SE-UNet, data augmentation is used to generate sufficient 
training data, since in this model 450 OCT images are not 
abundant to train the model. Random translation, reflection, 
rotation, flipping, and cropping are used to increase training 
samples to reach 13500 OCT images. In the proposed model, 
data augmentation is not applied to the training samples and 
the model is trained with a few numbers of samples which is 

a light-weight model. This advantage is discussed in details in 
the third case of results analysis in the next section. It is worth 
mentioning that increasing the number of training samples 
improves the performance of the model. Therefore, training 
models without data augmentation is not in conflict with fair 
comparison between models. 

5- 3- 2- Conclusions of Experiments
•	 UNet does not have successful segmentation in low 

number of training samples. It fails to detect True Positives, 
which leads to low performance in Sensitivity measure. By 
increasing the training samples, UNet is improved and its re-
sults are close to other models (even reaches to the best Preci-
sion). It means that UNet is very sensitive to the number of 
training samples.
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Table 4. Dice coefficient, Sensitivity and Precision of TPNCNN and other methods in set 2.Table 4. Dice coefficient, Sensitivity and Precision of TPNCNN and other methods in set 2. 

200 training images and 400 test images 

Patient 
Dice coefficient Sensitivity Precision 

UNet SE-Unet TPNFCN Unet SE-Unet TPNFCN Unet SE-Unet TPNFCN 
1 94.66 94.63 95.06 91.20 91.53 92.92 98.72 98.20 97.41 
2 90.12 89.78 90.30 87.66 86.44 89.69 93.04 93.77 90.99 
3 97.94 98.15 98.41 96.22 96.67 97.20 99.98 99.85 99.75 
4 88.02 88.50 89.20 81.27 82.01 85.36 97.39 96.97 94.07 
5 75.03 78.64 76.13 65.96 70.78 67.37 91.71 90.51 90.76 
6 76.32 79.13 79.84 74.39 71.36 74.32 80.31 89.91 88.47 
7 63.43 65.01 68.23 64.91 59.71 65.27 65.54 73.98 71.92 
8 91.82 92.40 93.01 89.24 89.87 92.11 94.71 95.22 93.96 
9 96.07 95.72 96.66 94.36 93.91 96.34 97.98 97.76 97.00 

10 96.82 96.44 97.22 95.35 94.13 96.59 98.46 99.17 97.88 
11 95.89 95.09 96.16 93.31 92.62 94.18 99.03 98.10 98.47 
12 88.77 89.91 90.75 80.74 85.59 84.66 98.75 94.84 97.89 
13 94.68 93.94 95.40 91.33 89.96 93.14 98.69 98.86 97.92 
14 78.52 92.23 93.34 74.65 87.33 90.34 83.36 98.69 96.90 
15 90.86 89.89 90.98 86.51 86.07 86.82 98.19 96.13 98.59 
16 93.54 93.69 94.36 89.11 89.08 92.12 98.65 99.02 96.80 
17 92.62 92.86 93.48 90.34 90.32 92.65 95.42 95.81 94.47 
18 88.73 89.51 90.03 83.52 86.41 85.16 95.39 93.95 96.91 
19 83.23 89.68 88.12 77.26 84.71 85.00 96.16 97.22 93.99 
20 95.12 94.86 95.99 92.46 91.98 94.66 99.23 99.57 97.57 
21 96.61 97.13 96.74 94.63 96.04 95.85 98.68 98.26 97.71 
22 96.87 97.89 97.44 95.33 96.45 95.77 98.55 99.43 99.23 
23 96.20 96.38 95.92 96.79 98.59 97.01 95.83 94.44 95.10 
24 95.34 95.68 95.06 94.24 94.03 95.99 96.59 97.50 94.22 

Average 89.88 91.13 91.58 86.70 87.73 89.19 94.60 95.71 94.92 

 

 

 

 

 

 

 

 

 

•	 SE-UNet improves its performance in Sensitivity 
measure when its training samples is increased. This method 
is less sensitive to the number of training samples compared 
to UNet.

•	 The best property of the proposed TPNFCN is its 
robustness against low number of training samples. It has 
acceptable results in all cases of sets (training, test). It is 
clear from the reported results that the best improvement of 
TPNFCN is achieved in the lowest number of training sam-
ples.

•	 The performance of all methods is close to each oth-
er when the majority of samples is used for training samples 
(set 3). 

•	
6- Discussion and Challenges of TPNFCN

Some challenges of OCT images affect segmentation ac-
curacy of all automated models. In this section, these chal-

lenges are discussed.

6- 1- Challenge of ROI Segmentation
The first issue is inaccurate ROI segmentation. Since the 

fluid regions inside ROI are considered for segmentation, any 
fluid region out of ROI is ignored. Therefore, error in ROI 
segmentation leads to error in fluid segmentation, especially 
in cases that fluid regions are close to ILM and RPE.  An 
example of this case is illustrated in Fig. 9. Fluid region un-
derneath RPE is ignored since RPE is segmented incorrectly.

6- 2- Challenge of Dark Non-Fluid Regions
Some non-fluid regions are similar to fluid regions in 

color and texture. This issue is revealed in cases containing 
sub-retinal fluid. In these cases, non-fluid regions are located 
above fluid regions and misleads TPNFCN as shown in Fig. 
10.
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Table 5. Dice coefficient, Sensitivity and Precision of TPNCNN and other methods in set 3.Table 5. Dice coefficient, Sensitivity and Precision of TPNCNN and other methods in set 3. 

375 training images and 225 test images 

Patient Dice coefficient Sensitivity Precision 
Unet SE-Unet TPNFCN Unet SE-Unet TPNFCN Unet SE-Unet TPNFCN 

1 94.16 95.15 95.17 90.14 92.51 92.41 98.99 98.11 98.26 
2 89.03 89.92 90.55 85.05 88.90 88.37 93.95 91.24 93.08 
3 97.48 98.14 98.13 95.43 96.60 96.56 99.99 99.92 99.94 
4 88.64 89.75 89.97 81.11 85.04 84.46 98.82 95.36 96.96 
5 72.72 76.51 78.79 61.74 74.56 71.30 95.42 81.10 90.59 
6 77.16 81.10 80.55 66.36 75.03 76.41 92.63 89.42 86.97 
7 79.38 79.47 80.38 76.59 75.56 76.58 83.40 97.24 85.48 
8 91.66 91.38 93.03 87.55 90.04 90.59 96.52 93.08 95.71 
9 95.62 96.04 96.42 93.09 95.03 95.16 98.61 97.13 97.80 

10 95.86 96.97 97.01 93.52 95.52 95.43 98.66 98.58 98.77 
11 95.42 96.06 96.30 92.30 93.85 94.31 99.41 98.67 98.62 
12 88.71 92.03 90.36 80.56 86.93 83.50 98.85 97.85 98.62 
13 94.54 95.62 95.53 90.65 92.88 93.11 99.33 98.73 98.27 
14 92.25 93.36 93.33 87.50 89.75 89.51 98.51 97.69 98.08 
15 90.15 90.13 91.32 86.07 87.20 88.17 96.93 94.64 95.76 
16 92.71 94.30 94.14 87.08 90.40 90.10 99.48 98.72 98.74 
17 91.68 92.93 93.14 88.14 90.96 90.88 96.00 95.24 95.79 
18 89.31 91.38 90.57 82.68 87.97 85.92 98.77 95.52 96.34 
19 88.17 90.11 92.06 81.93 85.38 88.50 98.35 96.34 96.27 
20 94.54 94.98 95.48 91.58 92.33 93.01 99.53 99.07 99.09 
21 96.16 96.80 96.73 92.83 94.31 94.49 99.82 99.47 99.09 
22 96.88 97.39 97.29 94.35 95.48 95.55 99.69 99.49 99.18 
23 96.12 97.18 97.18 95.17 96.84 97.17 97.23 97.57 97.29 
24 95.17 96.09 95.33 93.13 94.58 95.17 97.49 97.71 95.62 

Average 90.98 92.20 92.45 86.44 89.48 89.84 97.35 96.16 96.26 

 

 

 

 

 

 

 

 

 

6- 3- Challenge of Undesired Artifacts
TPNFCN is triggered by dark regions similar to fluids. 

Issues in imaging process including instrument problems, 
nonuniform illumination, retinal movement, and noise make 
artifacts in OCT images. These undesired artifacts create dark 
regions without layer structure and are good candidates to be 
incorrectly segmented as fluid regions (Fig. 11).

6- 4- Challenge of Elevated RPE and Blood Vessels
Some non-fluid regions named as drusen are created from 

Elevated RPE. TPNFCN wrongly segments these regions as 
fluid. Such errors can be decreased if the RPE layer is seg-
mented more accurately. Another dark region is revealed un-
derneath blood vessels since blood absorbs light and creates 
such regions. These regions are also segmented as fluid while 
they are not. Samples of these cases are demonstrated in Fig. 
12. 

6- 5- Challenge of Small Fluid Regions Under RPE
Very small fluid regions under RPE are ignored by many 

fluid segmentation models, as shown in Fig. 13. It is due to 
inaccurate RPE segmentation and their low distance from 
choroid. Furthermore, dark regions alongside retina layers 
are wrongly segmented as fluid. This error can be controlled 
by middle layers segmentation. 

7- Conclusion
Optical Coherence Tomography (OCT) images are used 

to reveal retinal diseases and abnormalities, such as Diabetic 
Macular Edema (DME) and Age-related Macular Degenera-
tion (AMD). Fluid regions are the main sign of AMD and 
DME, and automatic fluid segmentation models are very 
helpful for diagnosis, treatment, and follow-up. A Fully Con-
volutional Network with two paths in Neutrosophic (NS) do-
main was presented in this work, called TPNFCN. In the first 
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Fig. 9. Fluid segmentation error stems from RPE segmentation error. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 9. Fluid segmentation error stems from RPE segmentation error.

 

Fig. 10. Fluid segmentation errors stem from non-fluid dark regions. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 10. Fluid segmentation errors stem from non-fluid dark regions.
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Fig. 11. Fluid segmentation errors stem from undesired artifacts. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 11. Fluid segmentation errors stem from undesired artifacts.

 

Fig. 12. Fluid segmentation errors stem from elevated RPE. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 12. Fluid segmentation errors stem from elevated RPE.

step, Inner Limiting Membrane (ILM) and Retinal Pigmenta-
tion Epithelium (RPE) layers are segmented by graph short-
est path as first and last layers of retina, respectively. Next, a 
basic FCN block is presented for fluid segmentation and is 
used in the architecture of the proposed TPNFCN. Both the 
basic block and TPNFCN are evaluated on 600 OCT scans of 
24 AMD subjects containing different fluid types. Results re-
veal that the proposed basic block and TPNFCN outperforms 
5 competitive models by improvement of 6.28%, 4.44%, and 
2.54% with respect to sensitivity, dice coefficients, and preci-
sion, respectively. It is also demonstrated that the proposed 
TPNFCN is robust against low number of training samples in 
comparison with current models. 
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