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ABSTRACT: This work presents a practical and cost-effective dynamic plan for preventing 
Alzheimer’s disease. The plan involves periodic monitoring of an individual’s blood biomarkers, 
personal characteristics, and budget constraints. The primary goal is to provide a feasible and realistic 
plan for each individual, with the highest likelihood of being followed. A Markov decision process 
model is proposed and solved using two algorithms: policy iteration and value iteration. In contrast to 
cerebrospinal fluid biomarkers, this plan relies on blood-based biomarkers, specifically Tau181 and 
APOE4, which are more cost-efficient and accessible for periodic testing. The interventions or actions 
within the model encompass choices between light or intense physical activity and adopting a less or more 
stringent diet. The decision model seeks to maximize the individual’s quality of life while considering 
associated expenses. The proposed plan is tested on an modified dataset derived from clinical records, 
and it reveals insightful findings. Notably, our experimental study indicates that younger individuals at 
risk of the disease are more inclined to invest in preventive measures than those over 65. However, this 
trend does not apply to individuals lacking the APOE4 gene and those with higher tau181 concentration. 
The proposed plan can assist physicians in making appropriate recommendations. 
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1- Introduction
Chronic diseases, which have long-lasting effects or 

treatments, are the leading causes of death and disability in 
many countries [1]. In 2015, 0.82% of people in the United 
Kingdom were diagnosed with dementia as a chronic disease, 
doubling over a decade. Chronic disease prevalence is 
expected to rise globally due to the aging population in the 
coming decades [2].

Alzheimer’s disease is a chronic neurodegenerative 
condition and is the most common cause of dementia, 
accounting for up to 80% of all dementia cases and affecting 
up to 20% of individuals over the age of 80 [3]. While overall 
deaths from stroke and heart disease are decreasing in the 
United States, the proportion of deaths related to Alzheimer’s 
disease is on the rise, reaching 89% in the past decade [4]. 
Alzheimer’s disease is a progressive brain disorder that 
typically begins slowly and worsens over time. It is believed 
to initiate about twenty years before symptoms become 
visible [5]. Brain cells gradually deteriorate, leading to a 
continuous decline in memory and cognitive functions. In 
the early stages, individuals may experience difficulty with 
memory, but eventually, they may reach a point where they 
no longer recognize even the most significant people in their 
lives. Alzheimer’s disease has recently garnered significant 
attention from various perspectives, including medicine, 

therapies, mortality outcomes, and economics.
Several factors contribute to the significance and increased 

risk associated with Alzheimer’s disease. Firstly, it is an 
incurable disease that ultimately leads to death. Secondly, 
it represents a highly costly chronic disease. The substantial 
economic burden of Alzheimer’s disease, particularly during 
the phases of treatment and progressive care, underscores 
the need for strategies that facilitate early detection and the 
slowing of disease progression [6].

For over 30 years, biomarkers have played a pivotal 
role in research and clinical practice related to neuronal 
degradation. Biomarkers serve as measurable indicators of a 
disease’s biological or pathological status [7,8]. The two most 
accurate biomarkers for diagnosing Alzheimer’s disease are 
beta-amyloid and tau proteins [9,10]. While these biomarkers 
in cerebrospinal fluid within the brain offer precision in 
Alzheimer’s diagnosis, their high cost and limited availability 
hinder their use in diagnostic and screening procedures 
[11,12].

In recent years, researchers have identified similar 
biomarkers in blood that can aid in the early detection of 
Alzheimer’s disease. The accessibility and cost-effectiveness 
of blood-based biomarkers make them appealing for clinical 
applications [11]. Among these, tau phosphorylated at 
threonine 181 (tau181) measured in blood plasma has emerged 
as a promising, scalable, and specific blood biomarker 
for Alzheimer’s disease [13]. In addition to traditional 
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MRI scans, biomarkers play a crucial role in early disease 
diagnosis, enabling us to detect the disease even decades 
before the onset of symptoms. This early detection allows 
for the proposal of cost-effective and practical preventive 
interventions and actions.

This work implements a prevention plan based on 
periodic measurements of blood biomarkers, individual 
characteristics, conditions, and budget. The goal of this work 
is to offer a practical, attainable, and realistic prevention 
plan for patients, with a focus on enhancing the likelihood 
of adherence. In essence, we aim to address the question 
of how to provide Alzheimer’s patients with a prevention 
plan that enables them to enjoy an improved quality of life 
while minimizing associated costs. We employ blood-based 
biomarkers instead of cerebrospinal fluid biomarkers, which 
are more readily available and cost-effective. Furthermore, 
our approach considers both the individual’s quality of life 
and cost-related factors, accounting for disease prevention 
expenses and the positive physical effects that enhance quality 
of life. The proposed plan takes the form of an optimal policy 
within a Markov decision process model designed to delay 
disease progression. We evaluate this plan using a dataset 
that includes information from 1,091 Iranian individuals 
who were randomly selected. Of these individuals, 56% were 
women. The data was gathered from a specialized private 
center in this field and subsequently refined and modified by 
experts and specialists. 

In the following, first, a review of prior works is presented 
in Section 2. In Section 3, the problem is stated and modeled. 
In Section 4, the numerical results of the constructed model 
are analyzed. Finally, Section 5 concludes the results and puts 
forward some directions for future research.

2- Related Works
Within the realm of chronic diseases, Alzheimer’s has 

garnered significant attention from researchers due to its 
distinctive attributes. It follows a relentless progression, 
ultimately leading to mortality, and can only be postponed 
through continuous monitoring and long-term treatment. 
Regrettably, a considerable number of individuals are 
expected to contend with Alzheimer’s disease in the future, 
as reported by [14], which, in turn, will have detrimental 
societal implications. Furthermore, the disease necessitates 
substantial costs for prevention and treatment, with expenses 
mounting as the disease advances in severity. While extensive 
research has been conducted on Alzheimer’s disease, it has 
predominantly centered on disease detection [15]. In light 
of the escalating mortality rates and the exorbitant costs 
associated with the disease, the research focus is shifting 
toward the early prediction and prevention of the disease. 
Over the past few decades, there has been a substantial global 
effort directed at preventing Alzheimer’s disease; see, e.g., 
[16] and the references therein. 

[17] have shown that prevention is the only effective 
way to improve services and reduce the adverse effects of 
this disease, examining ineffective treatment methods and 
diagnostics. Given the importance of disease prevention, 

many works have offered solutions to prevent Alzheimer’s 
disease. For example, [18] examined the effect of hormone 
replacement on the prevention of Alzheimer’s. [19] presented 
a plan for early detection and prediction using deep learning 
tools. [20] proposed a three-year algorithm for prediction 
and early detection in the mild cognitive impairment phase. 
Besides MRI scans, which are traditionally done for early 
detection of the disease, biomarkers such as beta-amyloid 
and tau-protein play a crucial role in preventing disease, 
even decades before the onset of symptoms. For example, 
[21] developed a rapid and robust method for accurately 
quantifying structural changes in several areas of the brain by 
imaging and measuring biomarkers in the brain. [22] showed 
that accurate measurements of the biomarkers and comparing 
their concentrations with those of normal individuals are very 
effective in the early detection of the disease. [23] applied 
a neural network on biomarker data to predict Alzheimer’s 
disease in the stage of mild cognitive impairment. In recent 
years, biomarkers have also shifted from biomarkers in 
the Cerebrospinal fluid to blood-based biomarkers. These 
biomarkers have been shown to be much more efficient. 
Moreover, tests such as MRI are less commonly used due 
to their high cost and lower availability. [11]stated that 
both Beta-amyloid and tau biomarkers accurately diagnose 
Alzheimer’s disease pathology, which are also used in this 
study. In addition to the biomarkers, people’s lifestyle is also 
essential in preventing the disease. For example, [24] studied 
the effects of a proper diet to prevent this disease. They 
found that diet is very effective in delaying and preventing 
Alzheimer’s disease. [25] examined the effect of the 
Mediterranean diet and the use of vitamins such as vitamin 
D on the prevention of Alzheimer’s disease. They found 
sufficient evidence to suggest this diet.

In recent years, the importance of Alzheimer’s disease 
costs has been highlighted in various works. [26] examined 
the economic impact of Alzheimer’s disease on Turkish 
society and concluded that the cost of Alzheimer’s disease 
had become a significant issue in developed countries. [27] 
examined the costs of caring for Alzheimer’s disease and the 
impact of its characteristics on those costs. [28] reviewed the 
direct and indirect costs of Alzheimer’s disease. They found 
that different countries should strengthen their management, 
prevention, and treatment policies by examining disease 
characteristics and extensive research. [29] evaluated the 
social costs and resources used in Alzheimer’s disease and 
the cognitive effects on cost.

Moreover, many studies on chronic diseases have 
employed Markov decision models. For instance, [30] 
utilized a Markov decision model to determine an optimal 
treatment policy for chronic ischemic heart disease. [31] 
offered a comprehensive review of cutting-edge models and 
methodologies applied in the context of chronic diseases. 
They also presented a tutorial on how to formulate and 
solve these critical issues, emphasizing specific challenges 
associated with chronic diseases like diabetes, heart disease, 
and cancer. They used Markov decision models to elucidate 
key considerations in model formulation. [1] conducted 
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a survey of the most commonly used methods, including 
Markov decision models, for healthcare decision-making in 
the realm of chronic diseases.

As mentioned, although extensive research has been done 
regarding the prevention of Alzheimer’s disease, this disease 
still has many challenges at the expense of prevention and 
quality of life; specifically, no research has been done to 
address both yet, to the best of our knowledge. This work 
looks for an appropriate method to simultaneously address 
both aspects. The quality of life is ideal for everyone; 
however, the cost is an essential factor that can influence 
practical prevention actions followed by an individual.

3- The Proposed Plan
This section proposes a dynamic prevention plan in order 

to delay the onset or progression of Alzheimer’s disease. As 
discussed, we recommend blood-based biomarkers testing 
which is more public and less expensive than Cerebrospinal 
fluid biomarkers. First, in Section 3-1, a discrete-time 
Markov decision process (MDP) is formulated, and then, in 
Section 3-2, policy iteration and value iteration algorithms 
are implemented to solve the model. 

3- 1- Model Formulation
An MDP model is composed of several key components, 

including states, actions, transition probabilities, and a reward 
function. We will discuss each of these components in the 
following subsections.

3- 1- 1- States of the proposed MDP model
Our dataset comprises three key characteristics associated 

with 1,091 individuals under study:
• Age: includes two categories (age over 65 and age under 65; 
this age is critically advised by specialists in the field),
•APOE4 gene: includes two categories (having this gene and 
not having this gene),
• Tau181 concentration in blood: includes four categories (2-
5), (5-18), (18-28), and (28-40).

APOE4 gene increases the risk of developing Alzheimer’s 
disease [32] and blood Phosphorylated tau 181 is a recently-
known biomarker (Karikari et al, 2020). All possible states, 
i.e., ( )0 1 15, , , S s s s= … , can be summarized as in Table 1.

3- 1- 2- Actions of the proposed MDP model
In this study, we assess the influence of lifestyle choices 

on the prevention or delay of the onset and progression of 
Alzheimer’s disease. Consequently, actions are determined 

Table 1. States of the proposed MDP.Table 1. States of the proposed MDP. 

Tau181 concentration in blood gene APOE4 Age States 

(2-5)  Under 65 𝑠𝑠0 
(5-18)  Under 65 𝑠𝑠1 

(18-28)  Under 65 𝑠𝑠2 
(28-40)  Under 65 𝑠𝑠3 
(2-5)  Under 65 𝑠𝑠4 
(5-18)  Under 65 𝑠𝑠5 

(18-28)  Under 65 𝑠𝑠6 
(28-40)  Under 65 𝑠𝑠7 
(2-5)  65 and over 𝑠𝑠8 
(5-18)  65 and over 𝑠𝑠9 

(18-28)  65 and over 𝑠𝑠10 
(28-40)  65 and over 𝑠𝑠11 
(2-5)  65 and over 𝑠𝑠12 
(5-18)  65 and over 𝑠𝑠13 

(18-28)  65 and over 𝑠𝑠14 
(28-40)  65 and over 𝑠𝑠15 
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based on the individual’s lifestyle, with a particular focus on 
two key factors: exercise and diet. Research has shown that 
regular exercise and adhering to a Mediterranean diet can 
significantly reduce the progression of Alzheimer’s disease 
[25].

Here, exercise is considered as either heavy or light, and 
diet is regarded as strong or poor. Heavy exercise refers to 
sports such as aerobics and vigorous bodybuilding exercises 
at least three times per week. A strong diet means using a 
Mediterranean diet in most daily meals. The actions, i.e., 

( )0 1 2 3, , , A a a a a= , are determined and briefly presented in 
Table 2.

3- 1- 3- Transition probabilities of the proposed MDP model 
The transition probability matrix represents the likelihood 

of transitioning from one state to another when a specific 
action is taken. In our case, there are 16 possible states for 
each individual, as outlined in Table 1, at each stage of the 
process. The values in the cells of the 16-by-16 matrix are 
calculated based on relative frequencies observed in the data. 
For example, to determine the transition probability from state 
one to state three under action four, we consider how many 
individuals are in state one and are taking action four, and then 
we calculate how many of them move to state three. The ratio 
of the number of individuals transitioning to state three to 
the total number in state one under action four represents the 
relative frequency and is assumed as the transition probability 
from state one to state three under action four. This process 
is repeated for all state-action-state combinations to populate 
the transition probability matrix.

Moreover, some transition probabilities are zero. This is 
because, for example, going from states that have the APOE4 
gene to states that do not have this gene, and vice versa, is not 
possible. As a result, their probabilities are considered zero. 
The transition probabilities for going from state below 65 to 
above 65 are considered close to zero (given that among the 
people who refer with a very low probability, someone may 
be 64.5 years old to 65 years old who will go over 65 years 
old in the next round). 

3- 1- 4- Reward function of the proposed MDP model
In this work, the reward function is considered to be an 

aggregated function of two terms, minimizing prevention 

cost and maximizing the quality of life. Indeed, the goal is 
to delay the onset or progression of Alzheimer’s disease (i.e., 
to increase life quality) at a lower cost. The two terms are 
discussed in the following.

3-1-4-1 Action cost term 
The actions in this study are combinations of exercise and 

diet, both incurring costs. Notably, the expenses for heavy and 
light exercise, as well as poor and strong diet programs, vary 
across countries and cities, leading to different outcomes. The 
primary objective is to propose a plan that factors in costs 
and life expectancy based on the specific conditions of each 
society. For this study, we have based the expenses on the 
costs of sports and diet programs in Miami, USA. Decisions 
are made every six months, with the approximate cost of light 
exercise being $400 and heavy exercise being $1300 for a 
six-month period. The cost for a weak diet is around $200, 
while a strong diet costs approximately $700 for the same 
period. We show action cost of action ta  by ( )tc a .

3-1-4-2 Quality of life reward term 
To quantitatively calculate this reward term, an index 

called quality-adjusted life-years (QALY) has been used 
which is a common tool in health economic assessments 
[33]. This index shows how many years the patient will live 
according to her/his health status. The formula of this index 
is as follows:

   QALY years of delay health status   
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where The years of delay are calculated for each action taken, 
and the health status is represented by a number between 0 
and 1. A higher value indicates an improved state of health 
and quality of life. As reported by [33], regular exercise 
every 6 months can potentially delay the progression of the 
disease by approximately 12 to 18 months. Therefore, in 
each decision period, the disease can be delayed by about 
1 to 1.5 years through exercise. Additionally, it has been 
demonstrated that adhering to a proper Mediterranean diet 
(strong diet) for every 4.5 years can potentially reverse the 
disease by up to 7.5 years [35]. These values indicate that diet 

Table 2. Actions of MDP model.Table 2. Actions of MDP model. 

Diet Exercise Action 

Poor Light 𝑎𝑎0 

Strong Light 𝑎𝑎1 

Poor Heavy 𝑎𝑎2 

Strong Heavy 𝑎𝑎3 
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delays the disease 0.85 years every 6 months. The years of 
disease delay by exercise and diet in 6 months are reported in 
Table 3 (these values represent the maximum potential delay 
in disease progression achievable by taking each respective 
action)

Given that the health status varies across different patient 
states, with lower values indicating poorer health, these values 
are detailed in Table 4. Health status can be measured using 
standard questionnaires. In accordance with the methodology 
outlined by Prieto, L et al. (2013) the health status is assessed 
on a scale from 0 to 1; then have been validated by experts 
in the field. 

Let define an indicator called Willingness to Pay (W2P) 
which shows how much each person is willing to pay to 

prevent Alzheimer’s disease [34]. In our study, W2P is 
considered between 152$ and 158$ per month for Miami 
City. The willingness to pay varies depending on the patient’s 
current state. In other words, the willingness to pay differs for 
each change in the patient’s state. Therefore, the formula for 
obtaining the value of delaying onset or progression function 
of Alzheimer’s disease (the quality-of-life cost term) can be 
calculated as W2P  multiplied by QALY. We show W2P  
withβ and QALY with q . Therefore, Reward function 
considering these two mentioned terms is as follows:

   QALY years of delay health status   
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3- 1- 5- Optimality equations
Bellman optimality equations for the proposed MDP can 

be written as follows:

   QALY years of delay health status   
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where ( )t tv s  is the expected reward value in stage t T∈  
and 0 1γ< <  is the discount value. ( ), t t tr s a  is the reward 
of acting action ta  in state ts  defined in Section 3-1-4.

3- 2- Model Solving
The model we are considering in this paper is assumed to 

be unlimited (it means that the model runs until everybody 
passes away). This section provides the solution to the 
proposed Markov decision model using two algorithms: 
Policy Iteration and Value Iteration, which are detailed in 
the following Sections 4-1 and 4-2, respectively. It is worth 
noting that these algorithms are guaranteed to converge 
assuming 0 1γ< < . 

Table 3. Maximum years of disease delay by exercise and diet in 6 months.Table 3. Maximum years of disease delay by exercise and diet in 6 
months. 

 Category Years of delay in 6 months 

Exercise Light 0.95 year 

 Heavy 1.5 year 

Diet Poor 0.52 year 

 Strong 0.85 year 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 4. Quality of life in each state.
                                            Table 4. Quality of life in each state. 

Health status States 

0.9 𝑠𝑠0 
0.7 𝑠𝑠1 
0.4 𝑠𝑠2 
0.1 𝑠𝑠3 

0.95 𝑠𝑠4 
0.9 𝑠𝑠5 
0.6 𝑠𝑠6 
0.3 𝑠𝑠7 
0.8 𝑠𝑠8 
0.5 𝑠𝑠9 
0.2 𝑠𝑠10 

0.05 𝑠𝑠11 
0.9 𝑠𝑠12 
0.7 𝑠𝑠13 
0.4 𝑠𝑠14 
0.1 𝑠𝑠15 

 

 

 

 

 

 

Algorithm 1: Policy Iteration 
1. Set 𝑘𝑘 =  1 and select an initial policy of 𝜇̂𝜇𝑘𝑘. 

2. Solve the following set of equations for = 1, 2, … , |𝑆𝑆| . 

ℎ𝑖𝑖
𝑘𝑘 = 𝑟̅𝑟(𝑖𝑖, 𝜇𝜇𝑘𝑘(𝑖𝑖)) + 𝛾𝛾 ∑ Pr(𝑖𝑖, 𝜇𝜇𝑘𝑘(𝑖𝑖), 𝑗𝑗)ℎ𝑗𝑗

𝑘𝑘
𝑆𝑆

𝑗𝑗=1
 

3. Select the new policy 𝜇̂𝜇𝑘𝑘+1 by: 

𝜇̂𝜇𝑘𝑘+1(𝑖𝑖) = argmax
𝑎𝑎∈𝐴𝐴(𝑖𝑖)

{𝑟̅𝑟(𝑖𝑖, 𝑎𝑎) + 𝛾𝛾 ∑ Pr(𝑖𝑖,
𝑆𝑆

𝑗𝑗=1
𝑎𝑎, 𝑗𝑗)ℎ𝑗𝑗

𝑘𝑘} 

4. If the new policy is the same as the previous policy, (if 𝜇̂𝜇𝐾𝐾(𝑖𝑖) = 𝜇̂𝜇𝐾𝐾+1(𝑖𝑖), for each 𝑖𝑖 ∈ 𝑆𝑆, then stop and set 

𝜇̂𝜇∗(𝑖𝑖) = 𝜇̂𝜇𝐾𝐾(𝑖𝑖). Otherwise, set 𝑘𝑘 ← 𝑘𝑘 + 1 and go to Step 2. 
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3- 2- 1- Policy iteration
Let ˆkµ  denotes the selected policy in iteration k  and *µ̂

is the optimal policy. The main steps of the policy iteration 
algorithm are presented in Algorithm 1.

The equation that is solved in Step 2 is the bellman 
equation. In the policy iteration algorithm, first a desired 
policy is selected in the first iteration, and in the next step, 
that policy is evaluated by solving the Bellman equation and 
obtaining the value function vector ( kh ). Then in the next 
step, using the value function vector obtained in the previous 
step, the policy is improved and a better policy is obtained. 
The resulting policy is then compared to the previous policy, 
if the output is the same, the algorithm is stopped and the 
resulting policy is the optimal policy; otherwise, it goes to the 

second step to repeat the algorithm.

3- 2- 2- Value iteration
The main steps of the value iteration algorithm are 

presented in Algorithm 2.
In the value iteration algorithm, first, an arbitrary value 

function vector is selected in the first iteration ( 1J


), and 
in the next step, this vector is improved using based on the 
Bellman equation. Then examines whether the difference in 
amplitude of the obtained vector elements with the previous 
vector is less than a very small value and tends to zero. If this 
is the case, in the next step it obtains the optimal policy ( )d i  
for  i S∈ ; otherwise, it goes to Step 2 to repeat the algorithm.

 Both value iteration and policy iteration algorithms are 

                                            Table 4. Quality of life in each state. 

Health status States 

0.9 𝑠𝑠0 
0.7 𝑠𝑠1 
0.4 𝑠𝑠2 
0.1 𝑠𝑠3 

0.95 𝑠𝑠4 
0.9 𝑠𝑠5 
0.6 𝑠𝑠6 
0.3 𝑠𝑠7 
0.8 𝑠𝑠8 
0.5 𝑠𝑠9 
0.2 𝑠𝑠10 

0.05 𝑠𝑠11 
0.9 𝑠𝑠12 
0.7 𝑠𝑠13 
0.4 𝑠𝑠14 
0.1 𝑠𝑠15 

 

 

 

 

 

 

Algorithm 1: Policy Iteration 
1. Set 𝑘𝑘 =  1 and select an initial policy of 𝜇̂𝜇𝑘𝑘. 

2. Solve the following set of equations for = 1, 2, … , |𝑆𝑆| . 

ℎ𝑖𝑖
𝑘𝑘 = 𝑟̅𝑟(𝑖𝑖, 𝜇𝜇𝑘𝑘(𝑖𝑖)) + 𝛾𝛾 ∑ Pr(𝑖𝑖, 𝜇𝜇𝑘𝑘(𝑖𝑖), 𝑗𝑗)ℎ𝑗𝑗

𝑘𝑘
𝑆𝑆

𝑗𝑗=1
 

3. Select the new policy 𝜇̂𝜇𝑘𝑘+1 by: 

𝜇̂𝜇𝑘𝑘+1(𝑖𝑖) = argmax
𝑎𝑎∈𝐴𝐴(𝑖𝑖)

{𝑟̅𝑟(𝑖𝑖, 𝑎𝑎) + 𝛾𝛾 ∑ Pr(𝑖𝑖,
𝑆𝑆

𝑗𝑗=1
𝑎𝑎, 𝑗𝑗)ℎ𝑗𝑗

𝑘𝑘} 

4. If the new policy is the same as the previous policy, (if 𝜇̂𝜇𝐾𝐾(𝑖𝑖) = 𝜇̂𝜇𝐾𝐾+1(𝑖𝑖), for each 𝑖𝑖 ∈ 𝑆𝑆, then stop and set 

𝜇̂𝜇∗(𝑖𝑖) = 𝜇̂𝜇𝐾𝐾(𝑖𝑖). Otherwise, set 𝑘𝑘 ← 𝑘𝑘 + 1 and go to Step 2. 

 

Table 5. Numerical experiment result. 

ICER Expected of immediate reward 
for each state in optimal policy 

Selected action for each 
state in optimal policy 

State  

1154 356.35 𝑎𝑎0 𝑠𝑠0 
1163 1190.71 𝑎𝑎3 𝑠𝑠1 
1047 1561.86 𝑎𝑎3 𝑠𝑠2 
611 2248.59 𝑎𝑎1 𝑠𝑠3 

1156 1210.75 𝑎𝑎3 𝑠𝑠4 
1042 1573.03 𝑎𝑎3 𝑠𝑠5 
637 3850.47 𝑎𝑎3 𝑠𝑠6 
858 2343.79 𝑎𝑎3 𝑠𝑠7 

1000 499.3 𝑎𝑎0 𝑠𝑠8 
759 861.07 𝑎𝑎0 𝑠𝑠9 
733 1680.75 𝑎𝑎1 𝑠𝑠10 
855 2353.45 𝑎𝑎3 𝑠𝑠11 
882 659.94 𝑎𝑎0 𝑠𝑠12 

1093 1405.98 𝑎𝑎3 𝑠𝑠13 
976 1815.3 𝑎𝑎3 𝑠𝑠14 
855 2347.82 𝑎𝑎3 𝑠𝑠15 

 

 

 

 

 

 

 

 

Algorithm 2: Value Iteration 

1. Set 𝑘𝑘 =  1. Then set arbitrary values for 𝐽𝐽𝑘𝑘, a vector of size |𝑆𝑆|. Put 𝜀𝜀 > 0. 

2. Calculate the value of the following equation for each 𝑖𝑖 ∈ 𝑆𝑆: 

 𝐽𝐽𝑘𝑘+1 ← max
 𝑎𝑎∈𝐴𝐴(𝑖𝑖)

{𝑟̅𝑟(𝑖𝑖, 𝑎𝑎) + 𝛾𝛾 ∑ Pr(𝑖𝑖, 𝑎𝑎, 𝑗𝑗)𝐽𝐽𝑗𝑗
𝑘𝑘

|𝑆𝑆|

𝑗𝑗=1
} 

3.  If ‖𝐽𝐽𝑘𝑘+1 − 𝐽𝐽𝑘𝑘‖ < 𝜀𝜀(1 − 𝛾𝛾)/2𝛾𝛾 go to step 4; otherwise set 𝑘𝑘 ← 𝑘𝑘 + 1 and go to Step 2. 

4. For each 𝑖𝑖 ∈ 𝑆𝑆 choose  

𝑑𝑑(𝑖𝑖) = argmax
𝑎𝑎∈𝐴𝐴(𝑖𝑖)

{𝑟̅𝑟(𝑖𝑖, 𝑎𝑎) + 𝛾𝛾 ∑ 𝑃𝑃(𝑖𝑖,
|𝑆𝑆|

𝑗𝑗=1
 𝑎𝑎, 𝑗𝑗)𝐽𝐽(𝑗𝑗)

𝑘𝑘 } 

and stop the algorithm. 
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guaranteed to converge to the optimal policy, so it is expected 
that we get similar policies from both algorithms; however, 
considering the higher speed of the policy iteration algorithm, 
it might be better to use this algorithm. 

4- Results
The dataset under study comprises information from 

1,091 individuals, including features like genes, age, and 
biomarker concentrations both at present and six months 
later. Key individual characteristics, including the presence 
of the APOE4 gene and biomarker concentration ranges, 
were sourced from [11] and [8]. Additional information, 
such as changes in blood biomarker concentrations and the 
potential for reducing these concentrations, was gathered 
through interviews with experts in the field. Both proposed 
algorithms, i.e., policy iteration and value iteration, are 
implemented in a Python environment running on a dual-core 
PC with a 2.20GHz processor, and 16GB RAM running on 
a 64-bit Window 10. Each one of the algorithms can be used 
to solve the model; however, the policy iteration algorithm 
is much more efficient and preferable. The results of our 
numerical results and sensitivity analyses are reported in the 
following subsections.

4- 1- Numerical Results
The proposed algorithms in Section 4 have been 

implemented with a discount rate of 0.5γ = . The optimal 
policy has been obtained and reported in Table 5. The Table 
reports the amount of expected immediate reward for each 
pair of states and action in optimal policy. It is important to 
note that the obtained optimal policy is based on the specific 

conditions and costs associated with the actions. These costs, 
which include the expenses related to exercise and diet 
programs, can vary significantly from one city to another. As 
previously mentioned, the costs presented in this study are 
based on the rates in Miami, United States. The last column 
of the table reports the Incremental Cost-Effectiveness Ratio 
(ICER) which shows the cost value per unit of QALY.

Table 5 reveals several interesting insights. It suggests 
that individuals under the age of 65 typically prefer more 
expensive preventive actions compared to those over 65. 
However, this trend does not hold for individuals without the 
APOE4 gene and with higher tau181 concentration, as they 
tend to choose more costly actions. These variations may be 
linked to differences in life expectancy between these groups. 
In terms of ICER, it is generally lower for older individuals 
than those under 65, indicating that older individuals benefit 
from more cost-effective preventive actions, despite the 
higher expense. Regarding biomarker concentration, the 
typical expectation is that individuals with higher tau181 
concentration would be more willing to invest in costly 
actions. However, this pattern does not always hold, possibly 
due to the complex interplay between the APOE4 gene and 
biomarker levels. In summary, the choice of preventive 
actions is influenced by age, genetic factors (APOE4 gene), 
and biomarker concentration, resulting in variations in the 
cost-effectiveness of different strategies.

4- 2- Sensitivity Analyses
4- 2- 1- Sensitivity analysis on weight of cost term

In this section, the weight of cost in the objective function 
is increased from 5% to 50%, and the results are reported in 

Table 5. Numerical experiment result.
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Table 6. 
The zero percent in Table 6 is the same as the result 

of the numerical experiment reported in Table 5. For each 
percentage value, we obtain the optimal policy and calculate 
the average number of actions for each policy. Finally, we 
normalize this average by dividing it by 3, which represents 
the range of action numbers, and convert it to values within 
the range of 0 to 1. These values are used as an action index 
and are reported in the last column of the table. The closer 
this index is to zero, the closer the average number of 
actions in a policy is to 0. Conversely, an action index of 1 

means that all the actions in a policy are set to 3 (indicating 
that action 3a  is selected in every state). Furthermore, an 
action index of 0 implies that all the actions in a policy 
are set to 0 (indicating that action 0a  is selected in every 
state). Figure 1 illustrates the relationship between the 
percentage increase in cost weight and the aforementioned 
action index.

As the percentage of cost weight increases, while the 
lifetime weight remains fixed, the action index tends to zero. 
This indicates that the optimal policy tends to select actions 
with fewer numbers and lower costs. In other words, when the 

Table 6. Results related to the effect of cost weight changesTable 6. Results related to the effect of cost weight changes 

Action 

Index 

Average of action 

number of policies 
Results (optimal policy) Percentage of 

increase in cost 

weight 

0.67 2.00 (0, 3, 3, 1, 3, 3, 3, 3, 0, 0, 1, 3, 0, 3, 3, 3) 0% 

0.48 1.44 (0, 3, 1, 1, 3, 3, 0, 2, 0, 0, 1, 3, 0, 1, 0, 3) 5% 

0.27 0.81 (0, 3, 0, 1, 3, 3, 0, 1, 0, 0, 0, 1, 0, 0, 0, 1) 10% 

0.19 0.56 (0, 3, 0, 0, 3, 3, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0) 15% 

0.12 0.37 (0, 0, 0, 0, 3, 3, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0) 20% 

0.06 0.19 (0, 0, 0, 0, 3, 3, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0) 25% 

0 0 (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0) 30% 

0 0 (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0) 35% 
0 0 (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0) 40% 

0 0 (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0) 45% 

0 0 (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0) 50% 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1. Relationship between action index and percentage of cost weight. 
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cost function is given more weight, it becomes more crucial 
to the individual, and it may be economically challenging or 
even impossible to afford costly actions. Consequently, the 
optimal policy suggests actions that are more aligned with 
the individual’s financial situation, prioritizing lower-cost 
options.

4- 2- 2- Sensitivity analysis on weight of lifetime reward term
In this section, the weight of lifetime in the objective 

function is increased from 5% to 50%, and the results are 
reported in Table 7.

As in the previous section, the action index for longevity 
was obtained and the results can be seen in Table 8. Figure 
2 shows the relationship between the percentage of lifetime 
weight and the action index. 

As depicted in Figure 2, when the percentage of the 
lifetime weight increases (while the cost weight remains 
fixed), the action index tends to 1. This indicates that the 
optimal policy leans toward selecting actions with more 
options and higher costs. The rationale behind this shift may 
be that a higher weight on lifetime values longevity as more 
critical to the individual than cost. In such cases, the person is 

Table 7. Results related to the effect of lifetime weight changesTable 7. Results related to the effect of lifetime weight changes 

Action 

Index 

Average of action 

number of policies 
Results (optimal policy) Percentage of increase 

in lifetime weight 

0.67 2 (0, 3, 3, 1, 3, 3, 3, 3, 0, 0, 1, 3, 0, 3, 3, 3) 0% 

0.67 2 (0, 3, 3, 2, 3, 3, 2, 3, 0, 0, 1, 3, 0, 3, 3, 3) 5% 

0.81 2.44 (3, 3, 3, 3, 3, 3, 3, 3, 0, 0, 3, 3, 0, 3, 3, 3) 10% 

0.81 2.44 (3, 3, 3, 3, 3, 3, 3, 3, 0, 0, 3, 3, 0, 3, 3, 3) 15% 

0.87 2.62 (3, 3, 3, 3, 3, 3, 3, 3, 0, 3, 3, 3, 0, 3, 3, 3) 20% 

0.94 2.81 (3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 0, 3, 3, 3) 25% 

1 3 (3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3) 30% 

1 3 (3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3) 35% 
1 3 (3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3) 40% 

1 3 (3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3) 45% 

1 3 (3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3) 50% 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 2. Relationship between action index and higher percentage of lifetime weight 
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willing to pay more without financial constraints and prefers 
actions that maximize their lifetime. Therefore, the optimal 
policy prioritizes higher-cost actions in this scenario.

4- 2- 3- Sensitivity analysis on the discount rate
The discount rate essentially determines the importance an 

individual assigns to future rewards compared to immediate 
rewards. A discount rate of zero indicates that the individual is 
myopic and only values immediate rewards, while a rate of one 
signifies that the individual evaluates their actions based on 
the cumulative future rewards [22]. In this section, we discuss 
the results related to different discount rates. By modifying 

the discount rate in the algorithms used to solve the primary 
model, we obtain results and optimal policies. Subsequently, 
by analyzing the number of optimal policies, we calculate the 
action index. Finally, we examine the relationship between the 
discount rate and the action index. Refer to the results in Table 
8. The relationship between the discount rate and action index 
has been visualized in Figure 3.

As shown in Figure 3, the higher the discount rate, the 
lower the action index. This implies that the optimal policy 
favors actions with a higher number. Essentially, the discount 
rate reflects the individual’s preference for receiving rewards 
in the near future compared to the distant future. A higher 

Table 8. Results of discount rate changeTable 8. Results of discount rate change 

Action 

Index 

Average of action 

number of policies 
Results (optimal policy) Discount rate 

0.81 2.44 (3, 3, 3, 3, 3, 3, 3, 3, 0, 0, 3, 3, 0, 3, 3, 3) 0.05 

0.81 2.44 (3, 3, 3, 3, 3, 3, 3, 3, 0, 0, 3, 3, 0, 3, 3, 3) 0.15 

0.71 2,12 (0, 3, 3, 3, 3, 3, 3, 3, 0, 0, 1, 3, 0, 3, 3, 3) 0.25 

0.71 2,12 (0, 3, 3, 3, 3, 3, 3, 3, 0, 0, 1, 3, 0, 3, 3, 3) 0.35 

0.71 2,12 (0, 3, 3, 3, 3, 3, 3, 3, 0, 0, 1, 3, 0, 3, 3, 3) 0.45 

0.56 1.69 (0, 3, 0, 1, 3, 3, 3, 1, 0, 0, 1, 3, 0, 3, 3, 3) 0.55 

0.56 1.69 (0, 3, 0, 1, 3, 3, 3, 1, 0, 0, 1, 3, 0, 3, 3, 3) 0.65 

0.46 1.37 (0, 3, 0, 1, 3, 3, 1, 1, 0, 0, 1, 3, 0, 3, 0, 3) 0.75 
0.33 1 (0, 3, 0, 1, 3, 3, 0, 1, 0, 0, 0, 1, 0, 3, 0, 1) 0.85 

0.27 0.62 (0,0, 0, 1, 3, 3, 0, 1, 0, 0, 0, 1, 0, 0, 0, 1) 0.95 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 3. Relationship between the discount rate and the action index. 
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discount rate suggests that immediate rewards are more 
important, leading individuals to choose actions with a higher 
number and greater cost. In other words, when time is a crucial 
factor, individuals are more willing to pay more for quicker 
results. In summary, this analysis underscores the significance 
of cost in medical decision-making. It demonstrates that cost 
is a critical factor that influences the choices individuals 
make when considering preventive actions and their timing. 

5- Conclusion
In this study, we have proposed an optimal prevention 

plan for Alzheimer’s disease that addresses the dual concerns 
of enhancing quality of life and minimizing associated 
costs. Our approach involves a Markov decision process 
model, personalized for each patient, with a focus on blood-
based biomarkers, including Tau181, APOE4 status, and 
age. The interventions or actions recommended encompass 
light or strong physical activity and poor or strong dietary 
changes. The model incorporates adherence by considering 
the financial costs incurred as part of the decision-making 
process. One noteworthy aspect of our model is the utilization 
of blood biomarkers instead of the more expensive and less 
accessible Cerebrospinal fluid biomarkers. Blood biomarkers 
can be tested periodically, offering a more practical approach 
compared to MRI and PET scans. Furthermore, the model 
takes into account both quality of life and cost considerations 
within the objective function and seeks to strike a balance 
between these factors. To solve the model, we have employed 
two algorithms, policy iteration, and value iteration. Our 
experimental study reveals that people are more interested 
in investing in preventive plans during the pre-disease or 
early stages of Alzheimer’s, but their motivation decreases 
as the disease progresses to more advanced stages. We have 
demonstrated that by considering the cost factor and the 
positive physical effects of preventive measures, the proposed 
plan becomes more realistic and pragmatic. Furthermore, we 
have conducted various sensitivity analyses to explore the 
impact of the objective function’s components, including 
quality of life and costs, as well as the discount rate on the 
optimal policy. 

For future research, it would be interesting to delve into 
multi-objective planning and introduce uncertainty modeling 
in the reward function. Additionally, extending the model to 
include a broader range of states and preventive actions, such 
as social activation, cognitive training, and the management of 
treatable clinical risk factors, could provide valuable insights 
into comprehensive strategies for addressing Alzheimer’s 
disease.
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